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Financial time series analysis and prediction has been one of active research problems in financial data mining area due to the commercial applications and the attractive benefits that it offers. A number of algorithms have been introduced into this area for analysis and prediction on the time series, such as classification, clustering, segmentation, indexing and discovering rules from historical time series. However, financial time series data is characterized as large in data size, dynamic and non-linear. Therefore it poses a great challenge for analysts to efficiently discover required information. As for data mining tasks, most of the execution time spent by algorithm is to move data from disk into main memory. This is acknowledged as the major bottleneck in Data Mining because many algorithms require multiple accesses of the data. Moreover, when analyzing or predicting the movement of time series, financial analysts usually capture the trends, shapes or patterns contained within the time series instead of the exact value of each time series data point. Thus time series representation on dimensionality reduction becomes the necessary step before mining information in this area.

In this thesis we study the property of the maximum or minimum points on the time series, which have the property of maintaining the trends and fluctuations of the time series. These points are called turning points in our thesis. However, not all turning points from the original time series equally contribute to the overall movement of the time series. Thus we introduce three independent methods with different perspectives to select turning points for approximating time series with
dimensionality reduction. The first method is to detect turning points at different levels of details based on the heuristics. This approach is extremely useful for analyzing stock data in top-down fashion. The second method is to select turning points based on a sliding window. The third method is to select turning points based on the degree of importance. The importance of a turning point is calculated according to its contribution on preserving the time series trends and shape. These turning points with different importance are stored in an optimal binary search tree. Such storage scheme allows more important points to be retrieved first while the average search cost is kept at minimum.
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