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Abstract

For a long time, real-time rendering of highly realistic scene has been a goal pursued by computer graphics researchers. The parallelism of programmable graphics hardware provides us a way to accelerate the simulation and rendering speed. In this thesis, we present two GPU-assisted techniques for image-based rendering and physically based computer animation, respectively.

In Chapter 3 of this thesis, we present a real-time depth image-based rendering algorithm by GPU acceleration. By the algorithm, we uniformly sample an object in all directions in a polar coordinates system, to construct a Spherical Depth Image. With two deduced Warping Equations, we then pre-warp the image onto a view-dependent plane to get an intermediate image, which is further rendered onto the target image plane using standard texture mapping. By exploiting the inherent parallelism of modern programmable GPU, we transport the pre-warping process into vertex shader. Furthermore, the hardware pipeline’s rasterization function is utilized to conduct the image re-sampling efficiently to generate hole-free rendering results.

Significant achievements have been made in the past two decades to model the dynamic behavior of fire, but almost none of them have addressed the decomposition process of the solid objects under combustion. In Chapter 5 of this thesis, we present a realistic, fast, and controllable model to simulate burning solids on GPU. A hybrid structure of grids is employed to simulate the whole process efficiently. The fuels inside the solid are consumed in a physically based way based on combustion theory, and fire is physically simulated by solving the fluid dynamics equations. They are well coupled by treating the solids as part of the fluid with high viscosity. Fire
propagation along the burning surface is well simulated with level set method. With proposed GPU-based ray-marching and multi-textures methods to visualize the turbulent fire and burning solid respectively, convincing results are produced. To achieve interactive simulation speed, a few acceleration techniques are employed, including a moving grid to dynamically track the fire propagation, a refined Marching Cubes method to reconstruct the burning surface, and a hardware-implemented fluid solver with CUDA.

**Keywords:** GPU, Image-based rendering, Depth image, Hardware acceleration, Pre-warping, Pixel Shader, Vertex Shader, CUDA, Physically based animation, Fluid simulation, Navier-Stokes Equations, Fire propagation, Object decomposition, Level set, Moving grid, Marching cubes
# Table of Contents

Acknowledgements ....................................................................................................... i  
Abstract ....................................................................................................................... iii  
Table of Contents ......................................................................................................... v  
List of Tables and Figures ......................................................................................... viii  

Chapter 1:  INTRODUCTION .................................................................................. 1  
  1.1. General Background ...................................................................................... 1  
  1.2. Specific Background ...................................................................................... 1  
    1.2.1. Graphics Hardware Acceleration ............................................................ 1  
    1.2.2. Image-based Rendering ........................................................................... 2  
    1.2.3. Physically Based Fluid Animation .......................................................... 3  
  1.3. Research Goals and Objectives ...................................................................... 4  
  1.4. Research Methodology and Design ............................................................... 7  
  1.5. Potential Contributions .................................................................................. 8  
  1.6. Thesis Organization ....................................................................................... 9  
  1.7. Statement of Originality ............................................................................... 10  

Chapter 2:  GRAPHICS PROCESSING UNIT ....................................................... 13  
  2.1. Introduction .................................................................................................. 13  
  2.2. Graphics Hardware Pipeline ........................................................................ 15  
  2.3. Shading Language ........................................................................................ 17  
  2.4. GPGPU with CUDA .................................................................................... 20  
    2.4.1. Computing Architecture of CUDA ....................................................... 21  
    2.4.2. Programming Model of CUDA ............................................................. 23  

Chapter 3:  GPU-ACCELERATED RENDERING OF A SINGLE SPHERICAL DEPTH IMAGE IN REAL-TIME ........................................................ 27  
  3.1. Image-based Rendering ................................................................................ 28  
    3.1.1. Classification of IBR Techniques .......................................................... 29  
  3.2. Related Work ................................................................................................ 31  
    3.2.1. 3D Image Warping ............................................................................... 31  
    3.2.2. Relief Texture Mapping ....................................................................... 33  
    3.2.3. Double Projective Cylindrical Texture Mapping ............................... 35  
  3.3. Spherical Depth Image-based Rendering on GPU ....................................... 38  
    3.3.1. Spherical Depth Image-based Modeling .............................................. 39
List of Tables and Figures

Table 3-1: Comparison of different rendering methods on the same platform ............ 57
Table 4-1: Several high order operators for advection .................................................. 79
Table 4-2: Several pressure solvers ............................................................................. 81
Table 5-1: The workflow of our GPU-based ray marching method ......................... 106
Table 5-2: Refined Marching Cubes ........................................................................... 111
Table 5-3: Speed of our model without/with different acceleration methods ......... 118
Figure 2-1: Computational horsepower of modern GPU and CPU [CUDA2012] ...... 15
Figure 2-2: 3D rendering pipeline .............................................................................. 16
Figure 2-3: A programmable rendering pipeline ...................................................... 17
Figure 2-4: Workflow in Cg ....................................................................................... 19
Figure 2-5: Computing architecture of CUDA [CUDA2012] .................................. 22
Figure 2-6: Grid of blocks in CUDA [CUDA2012] ................................................... 24
Figure 2-7: A simple program written with CUDA .................................................... 26
Figure 3-1: IBMR rendering pipeline ......................................................................... 29
Figure 3-2: Illustration of 3D warping ..................................................................... 33
Figure 3-3: Relief texture mapping pipeline .............................................................. 34
Figure 3-4: Double projective cylindrical camera model ......................................... 36
Figure 3-5: DPCI: (a) color information (b) depth value ........................................... 37
Figure 3-6: DPCI rendering with a top and cap planar image .................................... 38
Figure 3-7: 3D polar coordinate system .................................................................... 40
Figure 3-8: Relief textures: (Top) color and depth, (Bottom) normal ....................... 41
Figure 3-9: Re-projection of the relief texture in the front side ................................. 42
Figure 3-10: Spherical Depth Image: (a) color (b) depth (c) normal ....................... 43
Figure 3-11: Two-pass rendering of Spherical Depth Image ..................................... 44
Figure 3-12: 2D view of our pipeline ....................................................................... 45
Figure 3-13: 3D view of the pre-warping stage........................................................... 47
Figure 3-14: Running results ....................................................................................... 58
Figure 3-15: (a) Color texture for Per-pixel lighting; (b) (c) (d) Lighting effects...... 58
Figure 3-16: Environment mapping effects (I).......................................................... 59
Figure 3-17: Environment maps of a Quadrangle ....................................................... 59
Figure 3-18: Environment mapping effects (II).......................................................... 60
Figure 3-19: Environment maps of the Nvidia Lobby.................................................... 60
Figure 4-1: Computational grids in Eulerian methods................................................. 64
Figure 4-2: Finite difference operators used in Eulerian methods............................... 64
Figure 4-3: Physically based simulation of smoke [Schechter08]............................ 68
Figure 4-4: Physically based simulation of fire [Hong07]........................................... 69
Figure 4-5: Physically based simulation of water [Enright02].................................... 70
Figure 4-6: Physically based simulation of bubbles [KimD10]................................. 71
Figure 4-7: Physically based simulation of granular materials [Narain10]............... 72
Figure 4-8: Physically based simulation of deformable materials [Wojtan08].......... 73
Figure 4-9: Physically based simulation of mixing fluids [Bao10]............................. 75
Figure 4-10: Physically based simulation of fluid-solid coupling [Lenaerts08]........ 76
Figure 4-11: Physically based simulation of fluid control [Thuerey06].................... 77
Figure 5-1: Burning solids in real world.................................................................... 89
Figure 5-2: Fire simulation with physically based methods. (a) From [Nguyen02], (b) From [Hong07], (c) From [Horvath09]......................................................... 92
Figure 5-3: Realistic fire rendering results in [Pegoraro06]........................................... 94
Figure 5-4: Simulation result of burning solid in [Melek03]. ................................. 95
Figure 5-5: Overview of our proposed model. ......................................................... 99
Figure 5-6: Our proposed hybrid grids structure: (Red) Global Grid, (Yellow) Local Grid, and (Green) Moving Grid ......................................................... 100
Figure 5-7: (a) GPU-based ray marching method for fire rendering. Each cast ray stops marching once colliding with the solid fuel boundary. (b) Volume rendering of fire by drawing a cluster of slices from back to front. The Some
of the slices intersect with the solid fuel, making the solid surface look discontinuous.

Figure 5-8: Each node obtains a texture coordinate from its nearest point on the surface, and each generated vertex obtains its texture coordinate by interpolation.

Figure 5-9: A simplified model leads to complete combustion. The three grids (red, yellow, and green ones) are the global grid, local grid and moving grid, respectively. Compared with Example 1 (the top row), burning surface in Example 2 (the bottom row) is bigger with a different configuration of $K$.

Figure 5-10: Two examples of incomplete combustion. $d_s$ has a higher value in Example 4 (bottom row) than in Example 3 (top row), so Example 4 demonstrates a higher degree of combustibility.

Figure 5-11: A wooden dinosaur burns from different locations in Example 5 (top row) and Example 6 (bottom row). The global grid, local grid, and moving grid are marked in red, yellow, and green colors, respectively.

Figure 5-12: Burning bunny.

Figure 5-13: As the wood decomposes gradually, the gold characters (i.e., Chinagraph) inside the wood show up.
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