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1. Introduction

Ranking 4th among world oilseed crops and 13th among food crops, the cultivated peanut (*Arachis hypogaea L.*) is an important cash crop currently grown in over eighty countries/regions from 40°N to 40°S across tropical and warm temperate regions [1,2]. Its seeds contain about 50% oil and 25% protein, and the crop is thus deemed as a rich source of edible oil and dietary protein. In developing countries, a large portion of peanuts are crushed for edible oil [3]. Food uses of peanut are predominant in developed nations, where high oleate, high protein and reduced fat peanuts are most preferred, as high oleate not only means better keeping quality, but also brings about multiple health benefits, for example, reduced risk of cardiovascular disease, increased sensitivity to insulin, preventative effects on tumorigenesis, and amelioration of some inflammatory diseases [3,4].

Breeding for high yield has been and will continue to be one of the most important objectives of any peanut genetic improvement programs. For quite a long time, intraspecific hybridization (IH) has been the major breeding method of peanut, through which a sizable number of peanut cultivars with high yields have been released. The narrow gene base of the peanut cultigen caused by reproductive isolation from wild *Arachis* relatives has rendered the genetic improvement of the cultivated peanut through IH more and more difficult. To obtain fertile interspecific hybrids, in most cases special technical measures have to be taken to cope with incompatible obstacles and/or ploidy difference in wide crosses [5,6]. Furthermore, backcrossing is needed to break undesirable linkages. Wide segregation range in peanut interspecific derivatives and linkage drags make the breeding
process using wild *Arachis* species lengthy and tedious. In contrast, traits in mutagenized populations tend to stabilize easily. Recent years, in peanut breeding, much attention has therefore been paid to mutagenesis.

Developing peanut cultivars with improved quality has long been proposed as a major breeding objective of the crop. With the depletion of fossil fuel, interest in peanut as a source of renewable energy is growing. Peanut genotypes with both high oil and high oleate are considered most suitable for biodiesel production. Yet little progress had been made in peanut quality improvement, especially for oil and protein content during the past several decades, largely due to the limited genetic variability within the cultivated peanut gene pool as well as unavailability of simple, rapid and cost-effective selection techniques. Conventional analytical procedures for oil, protein and fatty acid determination are destructive, costly and time-consuming, unsuitable for handling large samples frequently encountered in the process of breeding [7]. Fortunately, the stagnant situation is being changed as the wide application of mutagenesis in peanut breeding and the development of near infrared spectroscopy calibration equations for peanut by several authors [8-14].

Using sun-dried peanut seed we have developed NIRS (near infrared reflectance spectroscopy) calibration equations predictive of main quality characters of bulk seed samples and intact single seeds, making it possible to screen a large number of peanut seeds for multiple quality traits rapidly, simultaneously and non-destructively [13,14].

This chapter summarized the recent progress in peanut mutagenesis for yield and quality made by scientists from our research group.

### 2. Development of high-yielding peanut mutants through chemical mutagenesis

#### 2.1. Flower injection of ethyl methane sulfonate (EMS)

Through injection of 0.3% EMS into flowers of Huayu 16 at 9:00-9:30 a.m. and subsequent selection, we were able to develop a high-yielding peanut cultivar - Huayu 40 [15,16](Table 1). Huayu 40 has an erect growth habit and sequential branching pattern. As compared with its wild type (Huayu 16), Huayu 40 possesses faster growing and darker green foliage [16]. A study conducted at flowering and pegging stage in 2009 showed that leaf water content, chlorophyll a and b content of Huayu 40 were significantly higher than those of Huayu 16 [15]. IT-ISJ (Intron-Targeted Intron-Exon Splice Conjunction) profiling using 7 primer pairs resulted in 8 bands that could differentiate Huayu 40 and Huayu 16 [15,17]. While Huayu 16 has white and yellow inner seed coat color, Huayu 40 only has white inner seed coat color. At Shandong Peanut Research Institute (SPRI), Huayu 40 showed a yield increase of about 5% over Huayu 16 [15] (Table 1). Basal pod setting around central axes and high peg strength minimizes pod losses at harvest [15,16].

The cultivar, also known as 08-test-A2, was approved for release in Anhui province in 2011 and in Jilin province in 2012 [15,16]. In summer sowing in Anhui province, Huayu 40
matured in 116 days, and produced an average pod yield of 3970.8 kg ha$^{-1}$ at 3 locations, outyielding the local control Luhua 8 by 14.6%, ranking first among the 11 entries in the test [16]. In Jilin provincial peanut cultivar evaluation test conducted in 2010 and 2011, Huayu 40 matured in 124 days. It produced an average pod yield of 3385 kg ha$^{-1}$, 22.32% over the local check Baisha 1016.

<table>
<thead>
<tr>
<th>Year</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>2001</td>
<td>EMS injection and seed harvest</td>
</tr>
<tr>
<td>2002</td>
<td>Cultivation and harvest. Extremely poorly performed plants were discarded</td>
</tr>
<tr>
<td>2003-04</td>
<td>Single plant selection</td>
</tr>
<tr>
<td>2005</td>
<td>A plant line (E7-2) with more sound mature kernels (SMK) was noticed and selected</td>
</tr>
<tr>
<td>2006-07</td>
<td>Multiplication of E7-2 to obtain adequate seeds for primary yield evaluation</td>
</tr>
<tr>
<td>2008-09</td>
<td>Yield evaluation in Laixi, Shandong, under the name of 08-test-A2. It showed a superiority of 24.93% (kernel yield) over Luhua 11 in 2008, 5.42% and 10.71% over Huayu 16 and Fenghua 1, respectively, in 2009.</td>
</tr>
</tbody>
</table>

Table 1. Huayu 40: how it was bred

In a trial conducted in 2011 to select suitable peanut cultivars for northeast China, Huayu 40 showed high and stable yields across all locations (Prof Hua Yuan Gao, Hong Bo Yu, Shu Li Kang, unpublished data).

2.2. Seed treatment with chemical mutagens

Other lines with high productivity derived from chemical mutagenized peanut cultivars have also been bred. In primary yield evaluation test conducted in 2011 in Laixi, Shandong,
three mutant lines derived from Huayu 22 (a Virginia type peanut cultivar) seeds performed well. 11-L36, a line developed through treatment of Huayu 22 peanut seeds with 0.39% sodium azide (NaN₃), outyielded the local control Fenghua 1 by 27.04% (kernel yield). 11-L39 and 11-L40, both bred through treatment of Huayu 22 peanut seeds with 0.39% diethyl sulphate (DES), had 37.60% and 22.60% more kernel yield than Fenghua 1. These promising lines are to be tested further for yield stability over years and locations.

3. Utility of mutagenesis in peanut breeding for better quality

3.1. NIRS to select quality materials from EMS mutagenized peanut populations

Previously, with the help of NIRS, a peanut plant (M₂) with elevated oleate content was selected from sodium azide mutagenized Huayu 22 seeds [14]. In autumn 2011, single seeds (M₃) with over 70% oleate content was identified by NIRS and further confirmed by GC (gas chromatography).

At SPRI, the NIRS calibration equations has also been successfully used to identify individual single peanut seeds with high oleate, high oil or high protein from EMS mutagenized peanut populations. In the experiment, 2 Virginia type peanut cultivars with desirable external traits for export, viz., LF 2 and Huayu 22 (Table 2), were chosen for mutagenic treatment with a hope to develop peanut cultivars with improved quality attributes and comparable or even higher productivity. The seeds in mesh bags (1140 seeds for each genotype) were soaked in tap water for 4 hours. Just prior to EMS treatment, 0.5%, 1.0% and 1.5% EMS solutions were prepared in 0.1 M phosphate buffered saline (PBS) (pH 7.0). The pre-soaked seeds were then treated with EMS (5ml EMS solution per seed) for 2 hours with continuous agitation. After treatment, the seeds were thoroughly washed in running water for 2 hours. Untreated seeds of LF 2 and Huayu 22 were used as controls. After 30 min of air drying, the mutagenized seeds and the untreated controls were sown (one seed per hill) in twin-row seedbeds with 80 cm bed spacing, 30 cm inter-row spacing and 16.67 cm within-row inter-plant spacing under polythene mulch on 4 May 2010 at the Nianzhitou Experimental Plots, Laixi, China. Routine cultural practices were followed [18]. Since rainfall was adequate during the crop season, no irrigation was applied. Peanut was harvested on 12 September 2010.

As shown in Table 2, EMS treatment of peanut seeds significant influenced the percentage of fertile plants, and the productivity of resultant M₁ plants as well (data not shown). With the increase of EMS concentration from 0.5 % to 1.5%, the number of fertile peanut plants harvested generally decreased; so did the number of plants producing adequate seeds as bulk seed samples for NIRS scanning (Table 2).

Oleate, protein and oil contents of sun dried peanut seeds (M₃) from individual single peanut plants (M₁) were predicted by NIRS using the calibration equations for bulk seed samples [13,14], provided that seeds were enough for the rotating sampling cup of the NIRS machine (Matrix-I, Bruker Optics, Germany). Each seed sample was measured once. Only the seeds from individual single plants predicted as with >58% oleate, >55% oil or >28%
protein were used for further analysis. Individual single seeds from selected single plants were then scanned with the same NIRS machine using a small cup for a single seed. Each seed sample was measured 3 times. Oleate, oil and protein contents were predicted by NIRS equations for single intact peanut seeds [13,14]. For comparison, seed samples (at least 30 seed samples from individual single plants and at least 30 intact single seeds for each genotype) of the untreated controls were analyzed with NIRS. The number of M₁ peanut plants with >60% oleate, >55% oil, or >27% protein predicted by NIRS calibration equations for bulk seed samples and the number of single intact M₂ seeds from these plants that had over 58% oleate, >55% oil for LF 2 and >58% oil for Huayu 22, or >28% protein, predicted by NIRS calibration equations for single intact seeds were listed in Table 3 and Table 4. A large number of single seeds selected had quality traits going far beyond the variation scope of the controls (Table 5). There were marked genotypic effects on quality of M₂ peanut seeds. For LF2-derived populations, 8, 118 and 11 M₂ seeds were predicted to have >60% oleate, >55% oil, and >28% protein by NIRS, respectively; of the 3 treatments, 1.0% EMS produced the largest number of quality materials, as far as oleate, oil and protein contents were concerned (Table 3). For Huayu 22, a total of 14, 70 and 23 M₂ seeds were predicted to have >60% oleate, >58% oil, and >28% protein by NIRS, respectively; a large portion of high oleate/protein seeds (M₂) were from 0.5% EMS treatment, while 1.5% EMS was most suitable for induction of high oil mutations (Table 4). The frequency of high oil single seeds was generally higher than that of high oleate/protein single seeds (Table 3 and Table 4).

<table>
<thead>
<tr>
<th>EMS ( % )</th>
<th>LF2</th>
<th>Huayu 22</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NST</td>
<td>NFPH</td>
</tr>
<tr>
<td>0.5</td>
<td>1140</td>
<td>717(62.89)*</td>
</tr>
<tr>
<td>1.0</td>
<td>1140</td>
<td>740(64.91)</td>
</tr>
<tr>
<td>1.5</td>
<td>1140</td>
<td>425(37.28)</td>
</tr>
</tbody>
</table>

*Values in parenthesis are percentages of NST.

**Table 2.** No. of seeds treated with EMS (NST), no. of fertile plants harvested (NFPH) and no. of plants scanned by NIRS (NPS)

<table>
<thead>
<tr>
<th>EMS ( % )</th>
<th>No. of quality plants predicted by NIRS</th>
<th>No. of quality seeds predicted by NIRS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Oleate (&gt;58%)</td>
<td>Oil (&gt;55%)</td>
</tr>
<tr>
<td>0.5</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>1.0</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>1.5</td>
<td>4</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 3.** No. of quality plants (M₁)/seeds (M₂) identified by NIRS in mutagenized LF 2 populations
Table 4. No. of quality plants (M1)/seeds (M2) identified by NIRS in mutagenized Huayu 22 populations

<table>
<thead>
<tr>
<th>EMS (%)</th>
<th>No. of quality plants predicted by NIRS</th>
<th>No. of quality seeds predicted by NIRS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Oleate (&gt;58%)</td>
<td>Oil (&gt;55%)</td>
</tr>
<tr>
<td>0.5</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>1.0</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>1.5</td>
<td>10</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 5. Variation ranges and averages of oleate, oil and protein content in bulk seeds from single plants and in single seeds of two peanut cultivars as predicted by NIRS

Some seeds (M2) with high oleate, oil or protein content predicted by NIRS were sampled and sent to Food Supervising and Testing Centre (Wuhan), China to analyze their quality by standard methods. For quality analysis by conventional means, a small seed portion of selected single seeds, distal to embry end, weighing no less than 100 mg, was cut off and sent. Oleate, oil and protein contents were determined using GC for determination of fatty acids, Soxlet oil extraction method and Kjeldhal nitrogen determination procedure, respectively. A conversion factor of 5.46 was used to convert the amount of nitrogen to amount of proteins in the samples.

High oleate trait of 5 M2 seeds selected by NIRS were confirmed by GC analysis; oleate content in these seeds was not less than 60.0%, significantly higher than that in untreated seeds (ck) (Table 6 and Table 5). Similarly, several high oil/protein M2 seeds were also analyzed with conventional methods, and all of them were found to contain over 60% oil or over 29% protein, much higher than untreated controls (Table 7 and Table 8).

Table 6. Oleate content (%) in selected single peanut seeds (M2)
Table 7. Oil content (%) in selected single peanut seeds (M2)

<table>
<thead>
<tr>
<th>EMS (%)</th>
<th>Cultivar</th>
<th>Seed serial no.</th>
<th>NIRS</th>
<th>Soxhlet extraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>0(ck)</td>
<td>Huayu 22</td>
<td>HY22-2-10</td>
<td>55.5</td>
<td>52.82</td>
</tr>
<tr>
<td>0.5</td>
<td>Huayu 22</td>
<td>E1-3-343-24</td>
<td>60.2</td>
<td>61.49</td>
</tr>
<tr>
<td>0.5</td>
<td>Huayu 22</td>
<td>E1-3-343-25</td>
<td>60.8</td>
<td>62.38</td>
</tr>
</tbody>
</table>

Table 8. Protein content (%) in selected single peanut seeds (M2)

<table>
<thead>
<tr>
<th>EMS (%)</th>
<th>Cultivar</th>
<th>Seed serial no.</th>
<th>NIRS</th>
<th>Kjeldahl nitrogen determination</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (ck)</td>
<td>Huayu 22</td>
<td>HY22-2-10</td>
<td>20.8</td>
<td>19.5</td>
</tr>
<tr>
<td>0.5</td>
<td>Huayu 22</td>
<td>E1-3-180-6</td>
<td>29.0</td>
<td>31.35</td>
</tr>
<tr>
<td>0.5</td>
<td>Huayu 22</td>
<td>E1-3-180-10</td>
<td>28.6</td>
<td>30.49</td>
</tr>
</tbody>
</table>

M2 seeds that were identified as with high oil, protein or oleate were sown and resultant M3 seeds were harvested. NIRS analysis of seeds (M3) from some of the single plants showed that a portion of the single plants kept the quality trait(s), while others did not. For example, Q3-5-23 (plant no. of 2011) was grown from an M2 seed (seed no. of 2010: E1-3-343-8 ) with 57.78% oil, and 23 seeds of the plant were analyzed by NIRS, of which 18 contained higher than 55% oil, with the highest being 58.71%. Q3-12-24 (plant no. of 2011), grown from a seed with 62.97% oleate (seed no. of 2010: E1-2-11-16), still had 60.55% oleate in M3 generation.

To summarize, the present study demonstrated the successful use of NIRS in selecting a limited number of peanut breeding materials with desired altered quality characters from large populations of M2. Some of the single seeds with high oil, protein or oleate content lost the quality trait(s) in subsequent generation; these quality traits appeared to be caused by physiological abnormalities rather than genetic changes. However, there were other M3 seeds with quality traits inherited from previous generation, which could be ascribed to mutations in related genes. We have reported a high oleate EMS mutant of LF 2 (2010 seed no.: E2-4-83-12), an output of the present study, that had dysfunctional mutated FAD2A (G448A in the coding region) and FAD2B (C313T in the coding region) [4]. Despite the uncertainty in quality traits, selection in M3 seeds is still necessary as it helps to reduce the population size of M2 plant and hence M3 seed generations.

In a separate study, we identified several peanut induced/natural mutants with over 70% oleate content, and used them in a hybridization program [3]. Thus far, a great number of high oleate lines including those with double “high”- high oleate and high yield, or high oleate and high shelling percentage, have been tentatively developed. Notably, some of the large seeded lines had a high shelling outturn when planted in Sanya, Hainan province (located in tropical zone), and some lines consistently exhibited high yield when planted in Laixi (located in temperate zone) and Sanya.

3.2. A bold-seeded peanut natural mutant of *A. duranensis* with high oil content

Breeding high oil peanut cultivars especially those with large seeds is most challenging, and variations in oil between years and locations may be quite high. In fact, in China, several high oil peanut cultivars have been released in Hebei, Hubei and Henan, but all of these...
peanut cultivars were found to only contain less than 54% seed oil when planted in Shandong peninsula. Availability of high oil genetic resources is of vital importance to the genetic improvement of the cultivated peanut in this region and the like. High oil peanut wild species have been reported by several research groups, but none of them possessed large seeds. A variant of a wild peanut species, *Arachis duranensis* PI 262133, was identified for the first time as with high oil content and large seeds at SPRI.

Cloning and sequencing of the rDNA ITS internal transcribed spacer (ITS) sequences from *A. duranensis* and the bold-seeded genotype detected no difference in their ITS sequences, suggesting that the variant was unlikely to be a result of natural hybridization.

The mutant was identified in a separate square cement block allotted to *A. duranensis* in the wild peanut nursery at SPRI Experiment Station, Laixi. The plant was grown from a seed of similar size to that of *A. duranensis*, but was found to possess thicker branches, and larger leaflets, pods and seeds (Figure 1, Table 9). The size and weight of pods and seeds of wild and mutant type *A. duranensis* significantly differed (P<0.01).

![Pods and seeds of mutant type (top 2 rows) and wild type (bottom 2 rows) of *A. duranensis*](image)

**Figure 1.** Pods and seeds of mutant type (top 2 rows) and wild type (bottom 2 rows) of *A. duranensis*

<table>
<thead>
<tr>
<th>Trait</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pod weight (g)</td>
<td>Mutant type 0.93</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>Wild type 0.24</td>
<td>0.05</td>
</tr>
<tr>
<td>Pod length (cm)</td>
<td>Mutant type 2.12</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>Wild type 1.28</td>
<td>0.10</td>
</tr>
<tr>
<td>Pod thickness (cm)</td>
<td>Mutant type 1.30</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>Wild type 0.75</td>
<td>0.06</td>
</tr>
<tr>
<td>Pod width (cm)</td>
<td>Mutant type 1.11</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>Wild type 0.70</td>
<td>0.07</td>
</tr>
<tr>
<td>Seed weight (g)</td>
<td>Mutant type 0.67</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>Wild type 0.19</td>
<td>0.05</td>
</tr>
<tr>
<td>Seed length (cm)</td>
<td>Mutant type 1.67</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>Wild type 1.03</td>
<td>0.09</td>
</tr>
<tr>
<td>Seed thickness (cm)</td>
<td>Mutant type 0.92</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>Wild type 0.57</td>
<td>0.07</td>
</tr>
<tr>
<td>Seed width (cm)</td>
<td>Mutant type 0.70</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>Wild type 0.55</td>
<td>0.06</td>
</tr>
</tbody>
</table>

**Table 9.** Difference in pod and seed size and weight between wild and mutant type *A. duranensis*
Totally 110 seeds were analyzed by NIRS to predict their oil content (Figure 2). Of them, 40 contained more than 55% oil, with 60.33% being the highest. The average oil content of the mutant was 54.23%, as against 52.62% in the wild type *A. duranensis*.

![Image](image.png)

**Figure 2.** Frequency distribution of seed oil content (%) in 110 seeds of the *A. duranensis* mutant

According to latest classification proposed by Krapovickas and Gregory (1994), the genus *Arachis* is divided into 9 sections, consisting of more than 80 species [19]. Of them, *A. hypogaea* L. is widely cultivated for oil extraction and food uses. Other *Arachis* species of economic importance include *A. glabrata*, *A. pintoi*, and *A. duranensis*, which are being utilized as forage and/or ground cover [20]. Wild species have higher genetic diversity than the cultivated peanut, providing a desirable source for stress resistance, high oil, protein, oleate, amino acid content as well as high yield factors [20].

Whether the mutant was resulting from chromosome doubling or gene mutation is still unknown. Chromosome counting is absolutely necessary. Anyhow, the mutant reported here is of relevance both to the genetic improvement of the cultivated peanut and to its direct utilization as forage and/or ground cover.

### 4. Conclusion

Our study on peanut mutagenesis clearly demonstrated that it was possible to induce mutations in productivity, oleate, oil and protein content in the cultivated peanut. NIRS may facilitate identification of induced/natural mutants with improved quality characters. Although not all of the variations in quality traits of M2 seeds are inheritable, selection in this generation may help to reduce the size of M3 seed population.
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1. Introduction

Annexin A1, a protein previously termed as lipomodulin and lipocortin, is a member of the protein family that binds to phospholipids in a Ca\textsuperscript{2+} dependent manner (Hirata, 1998; Gerke & Moss, 2002; Lim & Pervaiz, 2007). This protein was first discovered as a phospholipase A\textsubscript{2} inhibitory protein, and from its chemical nature was thought to be closely associated with membrane functions such as membrane organization, trafficking and metabolism (Hirata, 1998; Gerke & Moss, 2002; Lim & Pervaiz, 2007). On the other hand, annexin A1 is a major substrate of oncogenic kinases such as c-met and c-src, and is thus, proposed to be involved in signal transduction of growth factors and mitogens (Hirata et al., 1984; Skouteris & Schröder, 1996). Therefore, this protein is thought to have some regulatory roles in cancer development. Indeed, certain types of cancers such as hepatoma and pancreas cancers have higher levels of annexin A1 (Lim & Pervaiz, 2007). However, transfection of cDNA encoding annexin A1 often results in apoptosis of cells or interference of cell proliferation, consistent with tumor suppressing functions (Debret et al., 2003; Hsiang et al., 2006). In keeping with this interpretation, some types of cancers such as esophageal carcinoma and prostate cancer have decreased levels of annexin A1 (Lim & Pervaiz, 2007). However, recent pathohistochemical evidence with esophageal carcinoma and neck squamous carcinoma suggests that such down-regulation of annexin A1 is partially attributed to nuclear translocation, and the nuclear translocation of annexin A1 is facilitated by tyrosine and/or serine phosphorylation and Ca\textsuperscript{2+} signals as well as by oxidative stress (Rhee et al., 2000; Kim et al., 2003; Liu et al., 2003; Cui et al., 2007; Lin et al., 2008). The presence of annexin A1 in nuclei is now proposed to be a poor prognostic marker of squamous cancer or to be associated with malignancy of gastric carcinoma, while changes in cellular expression of annexin A1 may not be involved in tumorigenesis (Lin et al., 2008; Zhu et al., 2010). Therefore, nuclear annexin A1 is thought to play an important role in cell proliferation and/or cell transformation. Since this protein is reported to reside on DNA synthesomes
within nuclei (Lin et al., 1997), it is likely that nuclear annexin A1 is involved in DNA replication, especially DNA damage induced gene mutation, since DNA damage induced mutagenesis plays an important role in tumorigenesis.

Mutagenesis is largely the outcome of insults to DNA by environmental agents including alkylating agents and by endogenous metabolic oxidative metabolites such as reactive oxygen, and plays an important role in initiation, progression, and ultimately formation of cancer (Wang, 2001). Heavy metals such as As$^{3+}$ are known to promote the mutagenic action of another DNA damaging agent including reactive oxygen, while they alone are weakly- or non-mutagenic (Sekowski et al., 1997; Maier et al., 2002). Such promotion by heavy metals is attributed not only to inhibition of DNA repair systems such as mismatch repair but also to relaxation of the semi-conservative replication machinery for translesion DNA synthesis that bypasses sites of damage (Calsou et al., 1996; Jin et al., 2003). Translesion DNA synthesis is catalyzed by error-prone DNA polymerases, and exchange of DNA polymerases is promoted by ubiquitination of nuclear proteins such as proliferating cell nuclear antigen (PCNA) (Ulrich, 2005). Translesion DNA synthesis is thought to be the major cause of mutagenesis rather than incorrect repair of damaged DNA (Kunz et al., 2000). Accordingly, we have investigated how annexin A1 in nuclei stimulates DNA damage-induced mutagenesis.

2. Modifications of annexin A1 in nuclei with ubiquitin and ubiquitin-like proteins

Ubiquitin and ubiquitin-like modification systems are related pathways that covalently attach a protein modifier to a lysine residue of a target protein. Ubiquitin classically marks proteins for proteosomal destruction typically when polymeric chains (longer than four ubiquitin subunits) assemble via ubiquitin-ubiquitin isopeptide-linkages (Gill, 2004; Chen & Sun, 2009). However, other functions of ubiquitin have been recently discovered that do not involve the proteosome (Hicke, 2001; Chen & Sun, 2009). The small ubiquitin-related modifier, SUMO, post-translationally modifies many proteins with diverse functions including regulation of transcription, chromatin structure and DNA repair, and facilitates their nuclear translocation (Gill, 2004). In addition, repair of and tolerance to DNA damage are regulated by modifications with ubiquitin and SUMO (Ulrich, 2005), and their modifications are shown to have antagonistic effects on functions of the target proteins (Hilgarth et al., 2004; Huang & D’Andrea, 2006).

Since annexin A1 contains the consensus sequence, ψKxE/D, for SUMOylation, purified bovine annexin A1 was incubated with human recombinant Ubc9 (E2) and SAE I/SAE II (E1) in the presence of SUMO 1, 2 or 3 to test whether annexin A1 can be SUMOylated. When the reaction mixtures were analyzed by Western blots, monospecific anti-SUMO antibodies stained two proteins with apparent molecular weights around 38,000 and 34,000 Da (F. Hirata et al., 2010). Anti-annexin A1 antibody detected a broad single protein band with an apparent molecular weight around 37,000 Da but not a protein band with a molecular weight of 34,000 Da. The protein band with a molecular weight of 34,000 was identified,
using anti-Ubc9 antibody as SUMOylated Ubc9 (F. Hirata et al., 2010). With SUMO 2 or 3 as a substrate, SUMOylation of annexin A1 was apparently facilitated. Rates of annexin A1 SUMOylation with SUMO 1, 2 or 3 were approximately 1:3:5, providing that the amounts of SUMOylated Ubc9 formed with SUMO 1, 2, or 3 were essentially the same. Ca$^{2+}$ was required for the maximal modification, and increased SUMOylation by 2.6 fold vs. without Ca$^{2+}$. Therefore, we concluded that annexin A1 was conjugated with SUMOs under these conditions. While the SUMOylation barely altered the molecular weight of bovine annexin A1 (37,000 Da) as detected by anti-annexin A1 antibody, the protein band with an apparent molecular weight around 38,000 Da could not be detected by anti-SUMO antibody in the absence of E1 or E2 for SUMOylation or in the absence of annexin A1. To further confirm that annexin A1 is covalently modified with SUMO, the reaction mixtures in the absence and presence of annexin A1 for SUMO 3 modification were scaled up by 5 fold, and the incubation was continued overnight. Then, the reaction mixtures were analyzed using FLPC (Amersham Biosciences) with a MiniQ column. Native and SUMOylated annexin A1 were separately eluted as measured by conductance, suggesting that charges in native and SUMOylated annexin A1 are distinct. To establish this contention, 2D electrophoresis was performed. Native annexin A1 was detected at pI 6.4. The reaction mixture containing SUMOylated annexin A1 showed a new annexin A1 location in the pI 6.1 area as detected by anti-annexin A1 antibody, while its mobility on SDS gel electrophoresis was barely shifted. This new protein with pI 6.1 was stained with anti-SUMO antibody as well as with anti-annexin antibody, and its density increased, when the incubation was prolonged. Omission of SUMO or ATP from the reaction mixture resulted in no protein around pI 6.1. These observations supported the conclusion that annexin A1 was covalently modified with SUMO, even though no significant mobility shift on SDS electrophoresis was detected after the modification of annexin A1 with SUMOs. Since 160LKRD in the annexin repeat domain II is conserved among mammalian annexin A1 proteins (Gerke & Moss, 2002), it is likely that SUMOylation takes place in the core domain II. Mutation experiments by mutating K to R will be essential for determination of the site of SUMOylation.

On the other hand, the molecular weight of annexin A1 shifted from 37,000 Da to approximately 45,000 Da after ubiquitination. The ubiquitination of annexin A1 required UbcH2A (Rad6 homologue) together with HeLa S100 lysate that contained E3 ubiquitin ligases. Since HeLa S100 lysate pretreated with anti-Rad 18 antibody did not catalyze ubiquitination of annexin A1, it is most likely that Rad18 is an E3 ligase for ubiquitination of annexin A1. Ca$^{2+}$ was required for the maximal ubiquitination, but its stimulation was not as much as seen with SUMOylation, when amounts of ubiquitinated annexin A1 were adjusted with the total amounts of annexin A1 (free and ubiquitinated annexin A1). These observations suggest that the modification site with ubiquitin is distinct from that with SUMO. HeLa S100 lysate also contained annexin A1 as detected by anti-annexin A1 antibody, but under the present experimental conditions, no significant ubiquitination of endogenous annexin A1 was detected in the presence of ubiquitin and an ATP generating system without UbcH2A. UbcH2A could be equally replaced by its related enzyme, UbcH2B but not by E2-25K. These observations suggest but do not necessarily prove that annexin A1
is ubiquitinated by the Rad6–Rad18 system which is closely associated with response to DNA damage (Kunz et al., 2000; Ulrich, 2005). The difference in stimulation of SUMO and ubiquitin conjugation by Ca\textsuperscript{2+} is apparently attributed to sites of modification and Ca\textsuperscript{2+} induced conformational changes, in which the N-terminal domain is exposed and flexibility of the core domain residues are increased by Ca\textsuperscript{2+} (Shesham et al., 2008). Therefore, we suggest that SUMOylation takes place in the core domain regions, while ubiquitination takes place outside the core domain regions.

3. DNA damage and modification of annexin A1

Among post-translational modification systems, ubiquitin and ubiquitin-like molecules including SUMO are a unique family of protein modifiers that play pivotal roles in regulation of protein stability and function (Hicke, 2001; Gill, 2004; Hilgarth et al., 2004; Huang & D’Andrea, 2006; Chen & Sun, 2009). SUMOylation is involved in protein stabilization, nucleo-cytoplasmic trafficking, cell cycle regulation, maintenance of genome integrity and transcription. Indeed, annexin A1 present in nuclei is mostly modified with SUMO or ubiquitin (F. Hirata et al., 2010). SUMO 1-modified annexin A1 resulted in enhanced helicase activity, while SUMO2/3 were the better substrates for \textit{in vitro} annexin A1 conjugation, suggesting that SUMOylated annexin A1 might be involved in cell proliferation and differentiation (Yang & Paschen, 2009). On the other hand, mono-ubiquitination is thought to enable the modified proteins to interact and form complexes with other proteins via ubiquitin binding proteins and ubiquitin receptors. Mono-ubiquitination changes subcellular localization and alters certain structural and targeting properties, while polyubiquitination targets proteins for the degradation pathway (Huang & D’Andrea, 2006).

Mono-ubiquitination by the Rad6-Rad18 system is proposed to play an important role in DNA damage response (Ulrich, 2005).

To ask whether mono-ubiquitination of annexin A1 is, indeed, involved in DNA damage response, we investigated if nuclear annexin A1 is modified with SUMO or ubiquitin in mouse L5178Y \textit{tk}(+/-) lymphoma cells treated with DNA damaging agents, 15 μM MMS or 3 μM AsCl\textsubscript{3} for 3 or 6 hr. Under these conditions, the mutation rate of the thymidine kinase gene increased from 23 x 10\textsuperscript{-6} (vehicle control) to 67 x 10\textsuperscript{-6} and 104 x 10\textsuperscript{-6} with AsCl\textsubscript{3} or MMS, respectively, as measured by the number of colonies with trifluorothymidine resistance according to the method described by Honma et al. (1999). These observations suggest that DNA damage was induced under these conditions. After 3 hr treatments with 15 μM MMS or 3 μM As\textsuperscript{3+}, nuclear and cytoplasmic extracts were isolated and were analyzed by Western blots with anti-annexin A1 antibody. Nuclear annexin A1 was increased by the treatments, while cytoplasmic annexin A1 was decreased. These observations suggest nuclear translocation of annexin A1 following DNA damage signaling. Nuclear annexin A1 exhibited apparent molecular weights around 38,000 and 45,000 Da, whereas the molecular weights of cytoplasmic annexin A1 were 37,000, 30,000 and 27,000 Da (F. Hirata et al., 2010). Annexin A1 with the molecular weights of 30,000 and 27,000 Da are reported as products of N-terminal cleavage (Kim et al., 2003; Sakaguchi et al., 2007). Such cleavage was also
detected in nuclear annexin A1. Polyubiquitination of annexin A1 has recently been shown to be catalyzed by E6AP in the presence of Ca\textsuperscript{2+}, and polyubiquitinated annexin A1 is degraded by proteosomes (Shimoji et al., 2009). Although poly-ubiquitination of proteins is proposed to be a major pathway of protein degradation (Hilgarth et al., 2004; Huang & D’Andrea, 2006; Wilkinson et al., 2008), poly-ubiquitinated annexin A1 was not detected in either cytosol or nuclei. The direct cleavage of annexin A1 was thought to be its major degradation pathway under our experimental conditions. The Western analysis of the extracts with anti-SUMO 1 and anti-ubiquitin antibodies suggested that majority of nuclear annexin A1 might be modified, while cytoplasmic annexin A1 was not. MMS increased ubiquitination of annexin A1 in nuclei by 2 fold, whereas these treatments decreased its SUMOylation by 70%. AsCl\textsubscript{3} alone was less effective but was more than additive, when MMS was present. Cytosolic annexin A1 was not stained with anti-SUMO 1 or anti-ubiquitin antibodies (data not shown). Accordingly, we concluded that the modifications of annexin A1 with SUMO or ubiquitin facilitate its nuclear translocation and that ubiquitinated annexin A1 is involved in DNA damage response, in which the Rad6-Rad18 system plays an important role (Ulrich, 2005).

4. DNA helicase activity of nuclear annexin A1

Annexins have a common internal structure comprising 4 or 8 repeats of a conserved 70 amino acid domain, and differ primarily in the length and composition of the amino-terminal domains (F. Hirata, 1998; Gerke and Moss, 2002; Lim and Pervaiz, 2007). Since this amino-terminal domain contains the sites for phosphorylation and glycosylation, it is considered a regulatory domain. A defining feature of annexins is their ability to bind, in a Ca\textsuperscript{2+}-dependent manner, to negatively charged phospholipids such as phosphatidylyserine (PtdSer). This functional feature is attributed to the conserved C-terminal domain, and is essential for biological functions of the annexins. The cell-cycle dependent existence of annexin A1 and A2 in nuclei suggests a close association with nuclear functions, while they are major substrates of the oncogenic tyrosine kinases, met and src (Katoh et al., 1995; Rydal et al., 1992). Thus, annexin A1 and A2 are proposed to be a biological marker of proliferating cells (cancer cells) (Masaki et al., 1994). In accord with this notion, the treatments of A347 and HeLa cells with antisense annexin A1 and A2 oligonucleotides reduce the synthesis and subsequent phosphorylation at tyrosine of the annexins, thereby inhibiting cell proliferation (Kumble et al., 1992; Skouteris & Schröder, 1996). Translocation of annexins from cytosol to nuclei apparently requires their phosphorylation at tyrosine and Ca\textsuperscript{2+} signaling (Mohiti et al., 1997). Purified annexin A1 and A2 can stimulate DNA synthesis in cell free systems of HeLa cells, Xenopus oocytes and rat hepatocytes (Vishwanatha & Kumble, 1992; Vishwanatha et al., 1992; Tavokoli-Nezhad et al., 1998). In addition, annexin A1 is present in DNA synthesomes and annexin A2 is located in nuclear matrix (Kumble et al, 1992; Lin et al., 1997). These observations strongly suggest that nuclear annexins regulate DNA replication.

Annexin A2 functions in DNA replication as a primer recognition factor for Pol \(\alpha\) (Vishwanatha & Kumble, 1993), while this protein is also reported to be an RNA binding
protein, interacting with c-myc (Fillipenko et al., 2004). The binding of annexin A2 to RNA and DNA requires Ca$^{2+}$. Accordingly, it was thought that DNA and RNA bind to acidic phospholipid binding sites via ionic interaction. Our laboratory has investigated details of annexin A1 binding to RNA and DNA (Hirata & Hirata, 1999; 2002). Annexin A1 purified from rat liver nuclei binds to purine clusters in RNA, while it preferentially binds to pyrimidine clusters in DNA. The size of maximal recognition for binding was around 20-25 nt. Since phospholipids, especially acidic phospholipids such as phosphatidylserine, enhanced DNA and RNA binding, the binding of annexin A1 to RNA and DNA was not due to simple ionic interactions, and the sites for binding to phospholipids and DNA/RNA were distinct. Indeed, the RNA binding site of annexin A2 was reported to be C-D helices of Domain IV (Aukrust et al., 2007), while the consensus sequence for phosphatidylserine binding is proposed to be (R/K)XXXK-(B-C helices)-(R/K)XXXXDXXS(D/E) in Domain I and II (Montaville et al., 2002).

Annexins are also reported to interact with ATP and GTP (Bandorowicz-Pikula & Pikula, 1998), although they do not have consensus sequences for typical ATP binding sites such as Walker A. As seen with annexin A7 that forms ion channels in lipid bilayers, GTP and other nucleotides are thought to regulate Ca$^{2+}$ gating, and/or Ca$^{2+}$ dependent membrane trafficking such as exocytosis (Caohuy et al., 1996). Cotton fiber annexin and N-terminal deleted annexin A1 can hydrolyze GTP in the presence of Mg$^{2+}$, and Ca$^{2+}$ is not required for this hydrolysis (Hyun et al., 2000; Shin & Brown, 1999). Since annexin A1 can bind not only ssDNA but also dsDNA in the presence of both Mg$^{2+}$ and Ca$^{2+}$, we examined effects of various DNAs on ATP hydrolysis by annexin A1 (Hirata & Hirata, 2002). dsDNA such as calf thymus DNA and annealed M13mp18 but not ssDNA stimulated ATP hydrolysis by annexin A1. When DNA was analyzed, dsDNA was unwound to form ssDNA, suggesting that annexin A1 has DNA helicase activity (Hirata & Hirata, 2002). Interestingly, its annealing reaction did not require Mg$^{2+}$ nor ATP, but Ca$^{2+}$ was necessary. Therefore, binding of dsDNA requires Mg$^{2+}$, and that of ssDNA takes place in the presence of Ca$^{2+}$ (Fig. 1).

![Figure 1. Helicase activity of annexin A1](image-url)
5. Modification with SUMOylation and ubiquitination and annexin helicase activity

Purified rat nuclear annexin A1 had an apparent molecular weight of approximately 92,000 ± 2,000 Da, and was ubiquitinated as detected by anti-ubiquitin antibody (A. Hirata et al., 2010). Under reducing conditions, its molecular weight was approximately 45,000 ± 1,000 Da on SDS-PAGE, suggesting that high molecular weight annexin A1 is a homodimer of mono-ubiquitinated annexin A1 rather than a heterodimer complex with S100 as previously thought. Since this homodimer with an apparent molecular weight of 92,000 Da exhibited a Ca²⁺- and Mg²⁺-regulated helicase activity, we performed helicase assays of the reaction mixtures for ubiquitination and SUMOylation of annexin A1. The reaction mixtures containing annexin A1 modified with SUMO1 and native annexin A1 showed helicase activity as measured by unwinding of dsDNA. While purified native annexin A1 also exhibited low helicase activity, SUMOylated annexin A1 exhibited much higher activity. Since under the present conditions, approximately 10% and 20% of annexin A1 were modified in the absence and presence of Ca²⁺ with SUMO1, we calculated that SUMOylation stimulated the helicase activity of annexin A1 by approximately 3.5 fold (F. Hirata et al., 2010).

HeLa S100 lysate that was required for ubiquitination reactions contained other types of helicases beside annexin A1, and thus increased control activity. Despite this challenge, the reaction mixtures containing mono-ubiquitinated annexin A1 demonstrated clearly enhanced helicase activity (F. Hirata et al., 2010). Assuming that annexin A1 in HeLa S100 exhibits helicase activity equal to purified bovine annexin A1, mono-ubiquitination of annexin A1 results in an approximately 6-fold activation as compared with native annexin A1. Since purified rat nuclear annexin A1 shows 9 fold higher activity than native rat annexin A1 (A. Hirata et al., 2010), these observations suggest that the conjugation of annexin A1 with ubiquitin or SUMO enhances its helicase activity.

6. Heavy metals and annexin A1

Annexin A1 has 3 different types of Ca²⁺ binding sites, type II, type III and type III (AB) (Weng et al., 1993). Type II calcium binding sites have the highest affinity for Ca²⁺, and are found only at AB loops. The coordination of the type II sites is octahedral. It consists of three peptide oxygens from the AB loops with the (K, R)-(G, R)-X-G-T sequence and bidentate ligands from the acidic groups of either an aspartate or a glutamate residue downstream in the sequence. The remaining two calcium coordinating sites show electro-density for water molecules. The calcium ions at the type III sites coordinate to two backbone carbonyl oxygens and one nearby acidic side chain. Water molecules have been found at most of the remaining three coordinating sites to complete the six-ligand octahedral coordination. The type III sites correspond to the two minor calcium sites labeled by lanthanum in annexin A5.

As seen with EF band calcium binding proteins that have type I Ca²⁺ binding sites, phospholipid aggregation experiments suggest that other divalent metals such as Pb²⁺ and Zn²⁺ can replace Ca²⁺ in annexin A1 (Mel'gunov et al., 2000). Since type III Ca²⁺ binding sites
can be labeled with La\textsuperscript{3+}, we tested not only Pb\textsuperscript{2+} and Cd\textsuperscript{2+} but also As\textsuperscript{3+} and Cr\textsuperscript{6+} for DNA helicase assays (A. Hirata et al., 2010). Pb\textsuperscript{2+} alone stimulated the DNA binding activity of purified mono-ubiquitinated nuclear annexin A1 in the absence of Mg\textsuperscript{2+} and Ca\textsuperscript{2+}. Heat denatured nuclear annexin A1 did not exert DNA binding even with these metals. Therefore, we thought that Pb\textsuperscript{2+} and Ca\textsuperscript{2+} were acting in essentially similar manners on mono-ubiquitinated annexin A1. Similar results were observed with Cd\textsuperscript{2+}, suggesting that these divalent metals were able to replace Ca\textsuperscript{2+} for DNA binding activity of annexin A1 as previously shown for its phospholipid binding activity (Mel'gunov et al., 2000). To clarify whether carcinogenic heavy metals such as As\textsuperscript{3+} and Cr\textsuperscript{6+} can promote or block the DNA binding activity of nuclear annexin A1, we tested the effects of As\textsuperscript{3+} on binding of nuclear annexin A1 to P0G, a 80mer polynucleotide that is complimentary to the ori of M13mp18 (see below). As\textsuperscript{3+} was synergistic with Ca\textsuperscript{2+} and with Mg\textsuperscript{2+}, yet As\textsuperscript{3+} alone apparently promoted the binding of annexin A1 to ssDNA. With As\textsuperscript{3+}, formation of the nuclear annexin A1-P0G complex increased in a concentration-dependent manner. The concentration of As\textsuperscript{3+} for half-maximal activation was 2.2 \(\mu\)M in the absence of phospholipids. Similar concentration-dependent activation was observed with Pb\textsuperscript{2+}, Cd\textsuperscript{2+}, and Cr\textsuperscript{6+}. Half-maximal binding in the absence of phospholipids was observed at 30, 0.1, and 2 \(\mu\)M for Pb\textsuperscript{2+}, Cd\textsuperscript{2+}, and Cr\textsuperscript{6+}, respectively. Phospholipids increased complex affinity for heavy metals by approximately 10 fold, as seen previously with Ca\textsuperscript{2+} for phospholipid binding (Gerke & Moss, 2002). These observations suggest that carcinogenic divalent and some multivalent heavy metal cations are able to replace Ca\textsuperscript{2+} in the DNA binding activity of mono-ubiquitinated annexin A1. It is noted that Cd\textsuperscript{2+} at concentrations higher than 5 \(\mu\)M caused potent inhibition, possibly due to thiol oxidation of the annexin A1 molecule.

Ca\textsuperscript{2+} facilitates the annealing of C\textsubscript{20}-P0G to M13mp18 by nuclear annexin A1 (Hirata & Hirata, 2002). Although poly(dC)\textsubscript{20} was added at the 3’- or at the 5’-end of P0G as a binding site for annexin A1, which demonstrates a higher affinity for poly(dC)\textsubscript{20} (Hirata & Hirata, 2002), nuclear annexin A1 bound to P0G without a poly(dC)\textsubscript{20} tail. To test the interpretation that As\textsuperscript{3+} or Cr\textsuperscript{6+} can replace Ca\textsuperscript{2+}, the annealing activity of nuclear annexin A1 was measured in the presence of As\textsuperscript{3+} or Cr\textsuperscript{6+} and the absence of Ca\textsuperscript{2+} or Mg\textsuperscript{2+}. As expected, As\textsuperscript{3+} promoted the annealing of P0G to M13m18 by nuclear annexin A1 in a concentration-dependent manner. Half-maximal stimulation was observed at 1.4 \(\mu\)M AsCl\textsubscript{3}. This concentration was consistent with that required for half maximal binding of ssDNA. Similar results with DNA annealing were obtained with CrO\textsubscript{3}, PbCl\textsubscript{2} and CdCl\textsubscript{2}, with concentrations for half-maximal annealing approximately 3,30 and 0.1 \(\mu\)M, respectively. Since heat denatured nuclear annexin A1 did not promote DNA annealing even with heavy metals under the present experimental conditions (data not shown), it was concluded that carcinogenic heavy metals As\textsuperscript{3+} and Cr\textsuperscript{6+} and divalent metals Pb\textsuperscript{2+} and Cd\textsuperscript{2+} can replace Ca\textsuperscript{2+} for the ssDNA binding and DNA annealing activities of nuclear annexin A1 (A. Hirata et al., 2010).

7. DNA damage and mono-ubiquitinated annexin A1

Mono-ubiquitination of nuclear proteins is mainly involved in tolerance of DNA damage, while SUMOylated nuclear proteins generally function in repair of damaged DNA (Ulrich,
Therefore, we tested nuclear annexin A1 for binding to damaged DNA. We synthesized the 80mer, 5'-GTCCA CTATTAAAGAACGTGGACTCCAACGTCAAAGGGC-GAAAAACCGTCTATCAGGGCGATGGCCCACTACGTGAACCA-3' (P0G), and 3 additional 80mers, each with a selected single G in position 14, 30 or 37 replaced by 8-oxo-guanosine (8-oxo-G) to model DNA damaged at a specific site by oxidation (A. Hirata et al., 2011). These damaged DNAs were designated as P14G, P30G, and P37G. We previously demonstrated that nuclear annexin A1 binds to ssDNA in a Ca\textsuperscript{2+}-dependent manner, and binding to dsDNA or aggregated DNA occurs in a Mg\textsuperscript{2+}-dependent manner (Hirata & Hirata, 1999; 2002). In the presence of 50 μM Ca\textsuperscript{2+}, mono-ubiquitinated annexin A1 purified from rat liver exhibited higher affinity for damaged DNA, while SUMOylated annexin A1 did not show much of difference in preference. In the presence of 50 μM Ca\textsuperscript{2+}, $K_m$ values for P30G, P37G and P14G were 0.20, 0.28, and 0.44 nM. All showed significantly higher affinity than P0G which had a $K_m$ value of 0.62 nM. Guanosine damaged by oxidation in the middle of the polynucleotide rather than at its ends appears to be readily tolerated by mono-ubiquitinated annexin A1.

Ca\textsuperscript{2+} induces annexin A1 conformational changes (Shesham et al. 2008). Since As\textsuperscript{3+} and Cr\textsuperscript{6+} also bind to the Ca\textsuperscript{2+} binding sites of annexin A1, we tested As\textsuperscript{3+} and Cr\textsuperscript{6+} for damaged DNA binding of mono-ubiquitinated annexin A1. The carcinogenic heavy metals, As\textsuperscript{3+} and Cr\textsuperscript{6+}, increased the affinity of nuclear annexin A1 for the oxidatively damaged DNA, P30G, but not for undamaged P0G. The $K_m$ value in the presence of 50 μM Ca\textsuperscript{2+} for G30P (0.20 nM) was significantly changed to 0.12 and 0.10 nM in the presence of 10 μM Cr\textsuperscript{6+} and 30 μM As\textsuperscript{3+}, respectively. However, maximal binding did not appear to be significantly altered (0.42 and 0.39 mol ssDNA/mol protein for G0P and G30P, respectively). Pb\textsuperscript{2+} and Cd\textsuperscript{2+} also increased affinity, but effects were much smaller. Ca\textsuperscript{2+} and heavy metals promote annealing of the damaged DNAs to M13mp18 by nuclear annexin A1 (Hirata & Hirata, 2002; A. Hirata et al., 2010). $K_a$ values for the annealing reaction were essentially the same as values for the binding reaction. The affinity of nuclear annexin A1 for oxidatively damaged DNA was much higher than that for undamaged P0G and amounts of the DNA annealed with oxidatively damaged P14G were higher than with undamaged P0G. The specificity of nuclear annexin A1 for various oxidatively damaged DNAs was not substantially altered in the presence of heavy metals.

The damaged oligonucleotide-M13mp18 duplexes were also unwound in the presence of Mg\textsuperscript{2+} and ATP by mono-ubiquitinated annexin A1. ATP was hydrolyzed under these conditions. Unwinding velocities appeared similar for undamaged and damaged DNA. The unwinding of damaged polynucleotide-M13mp18 duplexes was inhibited by Ca\textsuperscript{2+} and heavy metals as reported previously (Hirata & Hirata, 2002). $K_i$ values for heavy metal inhibition of the unwinding reaction were essentially the same with the $K_a$ values for binding and annealing reactions. These heavy metals did not inhibit but rather stimulated dsDNA-dependent ATPase activity. Therefore, the apparent inhibition of unwinding by heavy metals most likely resulted from metal-induced increases in the annealing reaction, which in turn supplied the substrate (A. Hirata et al., 2010).
8. Translesion DNA synthesis by mono-ubiquitinated annexin A1

Helicases and DNA binding proteins are among the first proteins to encounter sites of DNA damage during transcription and DNA replication. The Werner syndrome protein enhances DNA synthesis during strand replacement of damaged DNA through its helicase activity (Harrigan et al., 2003). To test if mono-ubiquitinated annexin A1 stimulates translesion DNA synthesis, Pol $\beta$ was used as an error-prone DNA polymerase that bypasses 8-oxo-guanine during DNA replication (Avkin & Livneh, 2002). DNA synthesis was measured by extension of the primer, 5'-TGGTTCACGTAG-3' annealed to P0G or oxidatively damaged DNA oligonucleotide (P30G) templates. Mono-ubiquitinated annexin A1 and Ca$^{2+}$ increased DNA replication by approximately 2.6 fold as measured by the synthesis of 80mer, a full size of the template, G30G. When DNA synthesis was terminated at the damaged site, the size of DNA newly synthesized should be around 50 mer. Because ATP is not required for the maximal activation, it was conceivable that mono-ubiquitinated annexin A1 promoted annealing of the primer or stabilized the ssDNA template by binding rather than promoting unwinding. Translesion DNA synthesis was greatly enhanced by mono-ubiquitinated annexin A1, when primer was added separately at low concentrations. The amount of primer required for half maximal DNA synthesis in the presence of nuclear annexin A1 and Ca$^{2+}$ decreased significantly to 1 pmol from 5 pmol in the absence of annexin A1. These observations suggest that mono-ubiquitinated annexin A1 promoted annealing of primer to template, while this primer was not necessarily the best substrate for nuclear annexin A1 with regards to length and base composition (Hirata & Hirata, 1999). It is noteworthy that even when the primer was annealed to the template prior to the experiments, annexin A1 was able to enhance translesion DNA synthesis by Pol $\beta$, suggesting that annexin A1 stabilizes the ssDNA region of the template. Taken together, these observations suggest that mono-ubiquitinated annexin A1 acts as a primer-recognizing protein that anneals primers to templates, a ssDNA binding protein, or both (Jindal & Vishwanatha, 1990). Notably, the amount of mono-ubiquitinated annexin A1 required for maximal DNA synthesis was not a function of Pol $\beta$, indicating that annexin A1 did not directly interact with this polymerase.

Given that binding of annexin A1 to damaged DNA was dependent on heavy metals, the effects of heavy metals on translesion DNA synthesis by Pol $\beta$ was examined directly. The concentrations of metals required for half-maximal activation of DNA synthesis equaled those for half-maximal ssDNA binding. With P30G, $K_a$ values for Ca$^{2+}$, Pb$^{2+}$, Cd$^{2+}$, As$^{3+}$ and Cr$^{6+}$ were 12.5, 30, 0.1, 1.4, and 3 $\mu$M, respectively, without phosphatidylserine. These values are essentially the same as those observed with these heavy metals for helicase activity.


L lymphoma, L5178Y tk(+/−) cells contain annexin A1 with an apparent molecular weight 45,000 Da in nuclei (F. Hirata et al., 2010). The majority of nuclear annexin A1 was present in DNA synthesomes (Lin et al., 1997). Heavy metals inhibited DNA unwinding and
stimulated DNA annealing by the nuclear extracts, and these metal effects were blocked by anti-annexin A1 antibody but not by anti-IgG (A. Hirata et al., 2010). To establish if nuclear annexin A1 plays a role in translesion DNA synthesis, we tested nuclear extracts for DNA synthesis using the P30G oligonucleotide as a template. Synthesis of 80mer DNA was considered as full translesion synthesis. Translesion DNA synthesis from damaged DNA templates was stimulated only in the presence of Ca\(^{2+}\) or heavy metals. Heavy metal-stimulated translesion DNA synthesis was partially blocked by monospecific anti-annexin A1 antibody but not by anti-IgGs, indicating that translesion DNA synthesis was dependent on annexin A1. However, it is noted that some degree of replication by nuclear extracts with damaged DNA templates took place in the absence of heavy metals or Ca\(^{2+}\). Therefore, it cannot be ruled out that nuclear annexin A1 can function in recruiting error-prone DNA polymerases to the site of DNA synthesis. A recent study by O’Brien and colleagues (2009) demonstrates that Pol \(\tau\) plays an important role in Cr\(^{6+}\)-induced mutation. It is also possible that the type of error prone polymerase that is recruited depends on the specific type of DNA damage.

When L5178Y \(tk(+/\cdot)\) lymphoma cells were exposed to 20 \(\mu\)M MMS and 3 \(\mu\)M AsCl\(_3\), mutation of the \(tk\) gene was induced as measured by the number of clones resistant to 5-fluoro-thymidine. Such mutation was suppressed by pretreatment of L5178Y \(tk(+/\cdot)\) cells with an annexin A1 anti-sense oligonucleotide (unpublished data by F. Hirata). These observations suggest that DNA damage induced mutagenesis is mediated through annexin A1.

10. Summary

Cellular contents of annexin A1 increase in a variety of cancer cells including pancreatic cancer, glioma and hepatoma (Lim & Pervaiz, 2007). Not only precancerous hepatocytes but also proliferative hepatocytes following liver damage express annexin A1, while normal hepatocytes do not. Therefore, annexin A1 is proposed to be a biomarker of cell transformation and/or hyperproliferative state (Masaki et al., 1994). In contrast, some cancer cells such as prostate, breast and esophageal cancers demonstrate downregulation of annexin A1 expression (Lim & Pervaiz, 2007). Transfection of cDNA encoding annexin A1 into some cells alters the MAP kinase pathway via interaction of annexin A1 with Grb2, thereby delaying the cell cycle (Lim & Pervaiz, 2007). These observations lead to the proposal that annexin A1 is a suppressor gene that promotes cellular differentiation rather than an oncogene that promotes cancer. However, recent studies have shown that the down-regulation of annexins in certain types of malignant cancers is mainly attributable to epigenetic regulation by DNA methylation and histone acetylation, and to deletion of the annexin genes due to chromosomal instability following malignant transformation (Lim & Pervaiz, 2007). In esophageal epithelial carcinoma cells, nuclear annexin A1 is increased by its translocation from the cytosol, and cytosolic annexin A1 is consequently decreased (Liu et al., 2008). Therefore, it is proposed that nuclear annexin A1 rather than cytosolic annexin A1 is more closely associated with cell transformation, namely, cancer initiation, while changes of annexin A1 expression may not be involved in tumorigenesis.
Annexin A1 contains sequence and structural motifs for binding of nucleotides (non-Walker A type), binding of Ca\(^{2+}\) and heavy metals (non-EF hand type II and III) and DNA and/or RNA (helix-loop or turn-helix). Further, this protein is present in DNA synthesomes, suggesting some roles in the replication machinery. Nuclear annexin A1 is modified with ubiquitin and ubiquitin like molecules, and mono-ubiquitination of annexin A1 increases in response to DNA damage. Mono-ubiquitinated annexin A1 exhibits a helicase activity which has higher affinity for damaged DNA. Since helicases are among the first proteins that encounter damaged sites of DNA, this protein may regulate assembly of proteins required for repair of and tolerance to DNA damage. Mono-ubiquitinated but not SUMOylated nor native annexin A1 stimulates error-prone DNA polymerases such as Pol β with damaged DNA as a template via its helicase activity. In keeping with this interpretation that annexin A1 plays an important role in error prone lesion bypassing DNA synthesis in response to DNA damage, nuclear extracts of L5178Y tk(+/−) lymphoma cells promote translesion DNA synthesis in an annexin A1 dependent manner. Carcinogenic heavy metals such as As\(^{3+}\) and Cr\(^{6+}\) bind to the Ca\(^{2+}\) binding sites of annexin A1, and promote translesion DNA synthesis via annexin A1. DNA damage induced mutagenesis was found to be annexin A1 dependent both in vivo and in vitro (Fig. 2).

![Diagram of translesion DNA synthesis](image)

**Figure 2.** Annexin A1 mediated translesion DNA synthesis
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1. Introduction

DNA damage is toxic to the cell, both acutely (perturbing the cell cycle and inducing apoptosis), and in the longer term (accelerating senescence and causing cancer and genetic disease) (1,2). Therefore it is of great interest for public health to determine the potential of anthropogenic chemicals and other compounds found in the environment to cause DNA damage as likely toxicants, carcinogens and teratogens (3).

This chapter will review methods that use \textit{in vivo} models (\textit{i.e.} living organisms and cell lines) for detection of genotoxic damage caused by exposure to chemicals. The reason that living models play such a prominent role in mutagenesis detection is two-fold:

1. \textbf{Extremely low frequency of mutation}: the mutation frequency induced by exogenous agents is extremely low (in the range of 1 mutation in $10^6$ to $10^7$ nucleotides). The ability of living organisms to amplify these rare events through positive selection is the basis for a number of these model systems.

2. \textbf{Modulation by metabolism}: metabolism has a dual role for activation (bioactivation) and for detoxification of genotoxic compounds. Therefore, metabolism needs to be taken into account by models of genotoxic exposure. Living organisms incorporate metabolic activity into the equation, although they only approximate human metabolism to various degrees.

\textit{In vivo} models fall into two broad categories according to how they detect genotoxicity: direct or indirect genotoxicity detection methods. Direct measurement detects alterations in DNA either by sequencing, by the generation of a phenotype linked to specific mutations, or by visualization of the DNA damage such as micronucleus formation, detection of aberrant chromosomes, or an increase in the number of DNA breaks (4-6) (Fig. 1).
Phenotypic detection of DNA damage is based on loss-of-function (forward), or gain-of-function (reverse) reporters. Forward mutation reporters are based on the loss of a phenotypically-detectable trait such as color or sensitivity to a metabolic poison. Therefore they can detect a range of mutations (miss-sense, transcriptional termination, frameshift, indels, etc.) along a sizeable target sequence, which increases the overall frequency of detectable events, allowing in many cases for direct screening. Forward mutation reporters also provide a representation of the range of genotoxic effects induced by the relevant compound, although biased for changes that lead to functional inactivation. Reversion reporters, by contrast, are based on reversion of a specific mutation inactivating a selectable marker. Therefore, reversion markers report very specific mutations at pre-determined sites, which may not be representative of the range of lesions introduced into DNA. Also reversion events are exceedingly rare due to the small size of the target, and can only be identified by positive selection.

Phenotypic detection methods generally produce binary readouts, with the presence of growth on limiting solid or liquid media, or changes in color as primary readouts. This means that the generation of a single data point requires fine-tuning the dose and of the dilution to obtain countable colonies (on solid plates) or a number positive wells that follows a Poisson distribution (in liquid culture) (7).

Genotoxic potential can also be detected by indirect measurement methods, usually based on transcriptional fusion of a reporter gene to a promoter responsive to DNA damage.
(specific examples are discussed below). Indirect detection methods provide an indication that the cell has sensed genotoxic stress, but the accuracy of each indirect reporting system depends on the range of lesions inducing the relevant transcriptional response and on the specificity of the relevant promoter for DNA damage relative to other types of stress. The reporter can be colorimetric, fluorescent or luminescent. Examples include: lacZ (beta-galactosidase), GFP (green fluorescent protein), luciferase, and phoA (alkaline phosphatase). Some of these markers (GFP and luciferase for example) have a wide dynamic range and are proportional to the amount of damage, greatly facilitating quantification. The use of GFP as a reporter, rather than reliance on an enzymatic reaction, produces a measurable response to DNA damage in a shorter time frame.

In general, indirect assays are better suited for high-throughput analysis because they can produce quantitative signals. Surface markers such as CD59 also provide forward mutation reporters that are quantitative, i.e. whose loss in a cell population following chemical exposure is directly proportional to the amount of genotoxic damage induced. Quantification of surface markers in large cell populations is made possible by the use of FACS (Fluorescence-Activated Cell Sorting) analysis, which is a high-throughput method that detects the presence or absence of the relevant marker in individual cells. The availability of quantitative reporters for mutagenesis substantially reduces the amount of test sample required. On the other hand, direct mutagenesis detection assays are more labor-intensive but more specific because they detect alterations in DNA.

DNA-damaging chemicals are frequently generated from precursors as reactive metabolic intermediates. The precursors are known as procarcinogens even though carcinogenicity has not in all cases been demonstrated. Procarcinogens include most genotoxic natural products and environmental agents since they would be expected to react with other molecules before reaching DNA. Chemotherapeutic drugs and other anthropogenic chemicals or contaminants, on the other hand, are frequently direct-acting. Table 1 provides some examples of direct-acting and of bioactivation-dependent genotoxicants.

Xenobiotic metabolism, which is designed to solubilize lipophilic compounds as a way to facilitate their excretion, contributes prominently to bioactivation. The liver is the primary site of metabolic bioactivation, given its large metabolic capacity as well as its anatomical position as the gateway for compounds absorbed in the GI tract. Bioactivation by metabolism also occur in other tissues, including skin, lung, bone marrow, and GI tract. Bioactivation in the GI tract can also result from the action of the intestinal flora, or due to the drastic pH changes that occur as food moves through the tract.

Xenobiotic metabolism often involves two reactions, an oxidative one and a conjugative one. Oxygenation is typically carried out by members of the cytochrome P450 family (CYPs). CYPs are membrane-bound heme-proteins that require an effective reductase system to provide electrons. These enzymes tend to exhibit low catalytic efficiency and broad substrate specificity. Humans bear over 50 different CYP genes, which have some overlapping substrate specificities. Conjugation on the other hand transfers N- or O- acetyl groups (acetyl transferases), sulfates (sulfotransferases) or glutathione (glutathione-S-
transferrases) to electrophilic substrates. Metabolism genes (particularly CYPs) are extraordinarily polymorphic, explaining the presence of wide interindivdual differences in response to xenobiotics (13). Liver metabolism can be mimicked in testing paradigms by adding primary hepatocytes, liver slices, or various organ extract fractions to tester cell cultures, or by liver perfusion (15). The standard fraction is known as S9 fraction, which combines microsomes (containing CYPs) and cytosol (enriched for transferases) from the liver of rodents whose metabolism has been activated through xenobiotic pre-treatment (15,16).

<table>
<thead>
<tr>
<th>Type of damage</th>
<th>Direct-acting Chemical class</th>
<th>Bioactivation-dependent Chemical class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alkylating</td>
<td>Diazoo compounds</td>
<td>Triazenes</td>
</tr>
<tr>
<td></td>
<td>Nitrosamines</td>
<td>Azoxy compounds</td>
</tr>
<tr>
<td></td>
<td>Nitrosoureas</td>
<td>N-alkylNitrosamines</td>
</tr>
<tr>
<td></td>
<td>Aziridines</td>
<td>Aromatics</td>
</tr>
<tr>
<td></td>
<td>Halogenated methanes, ethanes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mustards</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sulfates, sulfonates</td>
<td>Some proximate mustards</td>
</tr>
<tr>
<td>Oxidizing</td>
<td>Simple epoxides</td>
<td>Quinones</td>
</tr>
<tr>
<td></td>
<td>Thiiranes, oxiranes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Simple peroxides</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Examples of direct-acting and bioactivation-dependent genotoxic agents

In the context of drug discovery, in vivo methods are second-line assays performed to support the safety of a compound that is in the pipeline for clinical development (17,18).

Lead compounds are typically first prioritized by structure-activity relationship (SAR) analysis. This is a computational method that links specific chemical features of a given compound to individual biological activities, including genotoxicity. Due to its correlative nature, the predictive value of SAR analysis largely depends on how well represented the relevant class of compounds is in the database (19). Lead compounds that have made this first cut are then tested in vivo by direct mutagenesis detection methods for regulatory compliance. These include at least one prokaryotic phenotypic mutagenesis assay, one eukaryotic cell culture assay, and one animal test visualizing DNA damage (20,21). The standard test battery includes the Ames Test, the Mouse Lymphoma TK Assay, and the Micronucleus Test, respectively (see below). Transcriptional reporter-based assays can also be used for pre-screening prior to direct detection tests. Finally, the most reliable method to determine the potential carcinogenicity of a compound is testing it in a mammalian animal model (rat or mouse). This is done last, given the high cost of rodent carcinogenicity assays.
Here we discuss different in vivo models reporting on the ability chemicals to induce DNA damage, flagging these compounds as potential hazards to public health. This includes a variety of detection methods in prokaryotic, eukaryotic, tissue culture, whole-animal, and transgenic animal models. We finish by highlighting active areas of technology development and briefly speculate on the impact that next generation sequencing will likely to have in the field.

2. Prokaryotic reporter systems

Prokaryotes are useful for assessing DNA damage because they are haploid, reproduce quickly, and are easily grown in culture. Their use as a model for testing genotoxicity in humans is based on the universal nature of chemical mechanisms of DNA modification, as well as on the strong conservation of mechanisms of DNA repair between bacteria and humans (with the important exception of nucleotide-excision repair) (1). Genetic alterations are frequently used to enhance the sensitivity of prokaryotic reporter systems to DNA damage. Examples include mutations that increase membrane permeability (rfaE, tolC) and deficiencies in DNA repair (uvrB, uvrA, umuD). Most B- and K-derived laboratory strains of E. coli already exhibit increased permeability to xenobiotics as a result of loss of LPS selected during the long passage of these strains in culture (D. Josephy, personal communication). E. coli tends to be more sensitive to chemical mutagens than Salmonella, particularly to oxidizing mutagens, cross-linking agents and hydrazines (22). On the other hand, Salmonella facilitates detection of aromatic amines and of nitroaromatic compounds because of substantial endogenous bacterial nitroreductase (NR) and O-acetyltransferase (O-AT) metabolic activity.

2.1. Phenotypic reporter systems

Phenotypic reporters in prokaryotes are based on reversion of an auxotrophic marker. The Ames Test was the first of these assays to be developed, revolutionizing the field of genetic toxicology for its low cost and simplicity. This assay is based on reversion of a mutation preventing the biosynthesis of histidine. Reversion is detected by growth of colonies on solid agar in the presence of trace amounts of histidine (23). Growth on solid agar requires a large amount of test sample (~1 mg) but allows testing of non-water soluble compounds. A set of six strains have been developed to detect a broad range of point mutations and frameshifts (24). The Ames Test is still by far the most widely-used prokaryotic testing method, in part because it is mandatory for regulatory compliance.

Two variations have been developed to facilitate high-throughput formatting and to reduce the amount of sample needed: Mini-Ames and the Ames Fluctuation Test. Mini-Ames (also known as Mini-Mutagenicity Test) follows the standard Ames Test protocol, except at 1/5 the size. This reduces the amount of sample required to 300 mg of compound for the whole set of 6 reporter strains (25). Despite these advantages, Mini-Ames is still not widely used. The Ames Fluctuation Test is a variation of the Ames Test that is performed in liquid culture, using a chromophore as a binary indicator of growth (26). This assay has been adapted to a
microtiter format (*Ames II Test*) (27). This format can incorporate microsomes, S9 fraction, or hepatocytes for bioactivation. Commercially available, The Ames II Test has comparable accuracy relative to the traditional Ames Test for most compounds (and even higher accuracy for low-potency liquid mixtures) (28), and its use is overtaking that of the traditional Ames Test.

The *AraD Test* is an alternative assay that detects forward mutations in the arabinose operon. The cells used in this assay have a mutation in the *araD* gene, which leads to accumulation of a toxic intermediate when arabinose is present. Mutations that inactivate the operon prevent the metabolism of arabinose, allowing cells to grow on arabinose (29,30). The *AraD Test* exhibits a different sensitivity profile than Ames, although being a forward mutation assay it has two advantages over Ames: more sensitive to point mutations (larger target for mutagenic action) and producing more accurate spectrum of mutation than the Ames test (since mutations are not limited to a single site). However, in practice this assay does not represent a significant alternative to the Ames Test or other cell-based mutagenesis assays (17).

### 2.2. Transcriptional reporter systems

Transcriptional reporter systems are based on the fusion of reporter genes to promoters of the SOS regulon, which includes a battery of ~40 genes involved in the response to DNA damage (31). This regulon is under the control of the *lexA* repressor, which upon genotoxic stress is cleaved by RecA, relieving repression (31). Two systems enjoy widespread use: the *UmuC Test* and the *SOS Chromotest*. Both systems are based on transcriptional fusions of DNA damage-inducible promoters (*umuC* and *sfiA*, respectively) to *lacZ* (32,33).

*SfiA* detects a broader range of genotoxic damage than *umuC*. On the other hand, the host for the *UmuC Assay* is a *Salmonella* strain (NM3009), making this assay particularly suited for detection of nitroarenes, such as those found in combustion products. The *UmuC Test* has been adapted to micro-titer plate format. High throughput, fully automated microtiter plate versions are also available for the SOS-Chromotest as well as numerous commercially available kits for testing specific sample types. Thus, the SOS-Chromotest provides easily quantifiable, reproducible and customizable ways to measure genotoxicity in a variety of samples, from wastewater to blood serum (33). An additional system, based on a fusion between the SOS-inducible gene *sulA* and the alkaline phosphatase-encoding gene phoA has also been recently described (34).

### 3. Eukaryotic reporter systems

Eukaryotic systems are also extensively used for detection of genotoxic activity. They have the advantage of having a DNA repair machinery that is even closer to that of humans (with homologous nucleotide excision repair machinery and more translesion synthesis polymerases for example) and of having comparable replication machinery, allowing detection of genotoxicants that interfere with mitosis. Higher eukaryotes also have metabolic systems that are much closer to our own, although even rodents show marked
differences in metabolism relative to humans (12,13). Another advantage is the larger size of the cell nucleus and genome, which facilitates detection of rearrangements and other genomic abnormalities. Disadvantages include higher cost (particularly rodent systems), the presence of efflux pumps that can prevent accumulation of xenobiotics, and a diploid genome, which masks the phenotypic effects of heterozygous recessive mutations. Different strategies for improved detection of recessive mutations have been devised. These include: sporulation (in yeast), heterologous expression of single human chromosomes (in Chinese hamster cells), and selection of X-linked and heterozygous loci as markers (which become dominant or homozygous recessive with only one mutation).

As in prokaryotes, genetic modifications in yeast enhance sensitivity to DNA damage. Examples include deletion of efflux pumps (35), removing *mag1* (a N3mA DNA glycosylase), hindering base excision repair (36), and deletion of *mre11*, preventing both homologous recombination repair and non-homologous end joining pathways (36).

We group eukaryotic models into three sections: 1) phenotypic detection; 2) transcriptional detection; and 3) direct visualization of DNA damage.

### 3.1. Phenotypic reporter systems

Phenotypic detection of genotoxic damage in eukaryotes follows principles of forward and reverse mutation analogous to prokaryotic systems. While some of these systems are as old as the Ames’ test, others are still being actively developed. Below we discuss two yeast mutagenesis reporter systems (the **DEL Assay** and the **Mitotic Gene-Conversion Assay** and four mammalian cell-based ones (HPRT, TK, The Human-Hamster Hybrid (A(L)) and the **PigA assay**).

#### 3.1.1. Yeast DEL Assay

This assay detects chemical induction of recombination events by reversion of a *his3* locus that has been interrupted by short repeats. Reversion to his+ can be measured by plating (37), or more recently in microtiter plate format, using a colorimetric readout (38,39). This assay has thus far proven to be very accurate, discriminating between carcinogens and non-carcinogens of the same chemical class, and showing a 92% correlation with two prokaryotic genotoxicity assays (Ames and UmuC) (39).

#### 3.1.2. Yeast Mitotic-Gene-Conversion Assay

The Mitotic Gene-Conversion Assay uses a combination of heteroallelic (*ade2-40/ade2-119 and trp5-12/trp5-27*) and homoallelic (*itol1-92/itol1-92*) gene loci to detect induction of mitotic crossing over, mitotic gene conversion and reverse mutation (40). The original heteroallelic condition *ade2-40/ade2-119* forms white colonies. Mitotic crossing over can be detected visually as pink and red twin sectored colonies due to the formation of homozygous cells of the genotype *ade240/ade240* (deep red) and *ade-2-119/ade-2-119* (pink). Mitotic gene conversion can be detected by the loss of auxotrophy for adenine (*ade2* locus) or tryptophan (*trp5* locus). Mutation induction can be followed by the appearance of isoleucine non-
requiring colonies on selective media. Detecting both reversions and repair-associated recombination events is a unique feature of this assay that increases the sensitivity to genotoxicity. This assay is widely used and included in the Code of Federal regulations of the United States of America. However, the need to assess mitotic cross-over by screening for changes of color makes full automation of this assay very difficult.

3.1.3. HPRT Assay

This assay measures inactivating mutations at the hprt locus, which encodes the salvage-pathway enzyme hypoxanthine-guanine phosphoribosyl transferase (HPRT). HPRT catalyzes the formation of inosine or guanosine monophosphate from hypoxanthine or guanine, respectively. Treatment with 6-thioguanine generates 6-thioguanine monophosphate (6-TGM), which is highly cytotoxic to wild-type cells (41). Inactivating mutations in the hprt gene are dominant because this gene is carried on the X chromosome and is subject to X-inactivation (42-44). The standard cells for use in this assay are CHO (Chinese hamster ovary) cells, V79 (Chinese hamster lung cells), G12 or G10 cells (V79-derived cells). A variation on this assay is the expression of bacterial gpt gene (the functional homolog of HPRT) in an HPRT- background (42).

3.1.4. Cell Line TK Assay (mouse or human lymphoma cells)

The cells used for the assay are mouse lymphoma cells L5178Y, which are heterozygous at the thymidine kinase locus (tkI) on chromosome 11. Inactivating the WT allele induces trifluorothymidine (TFT) resistance, and tk−/− mutants can be selected for in a background of tk+/− non-mutant cells (45-47). Colony size is an indicator of the type of mutation involved: large colonies typically correspond to small TK-inactivating mutations, while small colonies often indicate clastogenic damage. This test (which is mandatory for regulatory compliance) is the most favored of the cell-line based assays because of its sensitivity to mutagens (48,49). However, this assay is also very susceptible to false positives (48,49).

Two tests use surface proteins as forward mutation markers, the Human-Hamster Hybrid (A(L)) Cell Mutagenesis System and the PigA Assay. Surface markers offer several advantages over drug-dependent readouts. Results are quantitative, producing not only a binary (yes/no) result but an indication of the potency of the chemical tested. In addition, with these assays cells do not need to be lysed for analysis, which enables tracking of the phenotype over time, as well as testing multiple or constant low-level exposures.

3.1.5. The Human-Hamster Hybrid (A(L)) Cell Mutagenesis System

Human-hamster hybrid (A(L)) cells were generated containing a single human chromosome 11 in addition to a standard set of CHO chromosomes. This human chromosome expresses CD59, CD44 and CD 90 surface antigens. The presence of CD59 on the cells’ surface makes them sensitive to binding by a polyclonal antibody known as E7. Upon binding of the E7 antibody, incubation with serum stimulates the complement cascade, which lyses the cells.
The yield of CD59- mutants can also be detected by immunofluorescence and quantified using flow cytometry, providing a quantitative readout for mutagenesis (50,51). Detection of CD59- mutants exhibited a linear correlation with clastogen (gamma-radiation) and point mutagen (MNNG) dose, confirming the quantitative nature of the assay (50).

3.1.6. PigA Assay

The phosphatidylinositol glycan complementation group A (Pig-A) gene encoded on the X-chromosome is essential for attaching GPI-anchored proteins to the cell surface. The PigA assay detects the loss of CD59 (incidentally the same marker used in the Human-hamster hybrid (A(L)) assay described above) in red blood cells as an indicator of loss-of-function mutations at the endogenous Pig-A locus. Anti-CD59-PE is used to stain blood cells, and individual cell fluorescence is monitored by FACS analysis (10,52). Thiazole orange is used to differentiate between mature erythrocytes, reticulocytes (RETs), and leukocytes; and anti-CD61 to resolve platelets (10). The assay has been adapted for monkeys, mice, rats and humans (11). In rats, phenotypes can be detected earlier in reticulocytes than in erythrocytes (2 weeks versus 2 months following exposure, respectively).

3.2. Transcription reporter systems

As in the case of prokaryotes, eukaryotic transcription reporter systems are transcriptional fusions to genes that are specifically induced in response to DNA damage.

In yeast, one of the promoters of choice is that of ribonucleotide reductase 3 (rnr3), which encodes a form of the large subunit of ribonucleotide reductase. This gene is transcribed in response to low levels of damage, discriminates between DNA damage and other forms of stress, and its expression reaches higher levels than other DNA damage-responsive genes (53). The rnr3 promoter is therefore ideal as a reporter. An assay was developed with rnr3 driving lacZ expression (rnr3-lacZ) (35), and has had a modest impact following its initial description (10 PubMed citations, and 260 Google Scholar hits). A promising variation was developed that uses secreted Cypridina luciferase as a reporter (rnr3-luciferase) in a DNA repair-deficient yeast strain (54,55). Secretion of luciferase into the culture medium facilitates sequential measurements of DNA damage because cells don’t need to be collected. This allows the detection of chronic effects, i.e. accumulated damage due to chronic low-level exposure over an extended period of time. It is easy to envision a fully automated adaptation of this assay, which would be cheap, and would not require specialized technicians.

Another promoter that has been used in yeast is that of HUG1 (Hydroxyurea- UV- and Gamma radiation-induced). The HUG1 promoter is used to drive expression of GFP (56). While the specific function of HUG1 is unknown, it is a part of the Mec1p kinase pathway, a signal transduction cascade that has a pivotal role in DNA damage-sensing in yeast. The sensitivity of the initial strain was enhanced by two deletions: that of mag1 and that of mre11. These changes increased the sensitivity of the assay to alkylation agents and to
inducers of strand-breaks, but did not change the sensitivity to other forms of DNA damage (36). However, in order for this system to have a clear advantage over other luminescence-based reporters, the sensitivity still needs to improve considerably.

In human cell lines, the promoter of choice is that of the Growth Arrest and DNA Damage 45 (GADD45) gene, which is a sensor for genotoxic stress in mammalian cells. GADD45α is induced upon exposure to clastogens, aneugens, and mutagens. The GreenScreen Assay, which uses a transcriptional fusion with GFP transformed into human lymphoblastic TK6 primary cells as a reporter, showed high specificity for carcinogens that do not require metabolic activation (100% accuracy with 75 chemicals tested) (57), as well as for procarcinogens (91% accuracy with 23 chemicals tested) (58). This assay has since undergone extensive validation with more than 8,000 compounds. The overall specificity to genotoxins has remained quite high at 95% (59). The GreenScreen Assay has been commercialized by the company Gentronix, including a 96-well plate version, and is becoming increasingly popular.

3.3. Direct visualization of DNA damage

A sensitive way to visualize DNA damage in eukaryotic cells is the COMET assay. This assay detects DNA fragmentation, which can result from a wide range of lesions including double strand breaks (DSBs), single strand breaks (SSBs), alkali labile (abasic) sites, oxidative DNA base damage, and DNA-DNA/DNA-protein/DNA-drug crosslinking. Cells are embedded in a thin layer of agarose, which is mounted on a microscope slide. The slide is immersed in an ionic running buffer (usually TBE or TAE) and the cells are electrophoresed through the agarose. DNA fragments will travel faster than the intact parts of the nucleus, and will run in front of the nucleus. When the DNA is stained and observed with a microscope, the fragments form what looks like a comet’s tail, and the nucleus forms the comet’s head (17,18) (Fig1. direct visualization). The COMET assay does not test for a specific end-point and can therefore be used to monitor both the genotoxic effects of chemical exposure and the kinetics of DNA repair. The use of the COMET assay as a readout for genotoxicity is increasing. Full automation has recently been achieved (60,61), which will greatly facilitate standardization and use of the assay as a screening tool. In addition, the sensitivity of this assay is being improved through combinations with other visualization methods, such as FISH (6,62).

3.3.1. Sister Chromatid Exchange Assay

The Sister Chromatid Exchange (SCE) Assay detects reciprocal exchanges between two sister chromatids of a replicating chromosome, apparently involving homologous loci (63). The DNA is labeled for two cell cycles (for example with bromodeoxyuridine) and visualized by fluorescence microscopy. It can be performed on a variety of cells, including cells from sentinel species like mussels and fish, which makes this assay extremely useful for environmental monitoring (64). This assay has also been used in humans as a marker for
genotoxic exposure (65). While this assay does not detect DNA damage per se, SCE is an indication of ongoing DNA repair and therefore a genuine indicator of genotoxicity.

Two other visualization methods (the Micronucleus Test and the Chromosomal Aberration Test) are largely aimed at the detection of clastogens (agents that produce alterations affecting more than a few contiguous bases) and of aneugens (agents that alter the number of chromosomes). Prokaryotic systems have poor sensitivity for clastogens and aneugens because prokaryotes do not have multiple chromosomes, and their replication shares little mechanistic homology with mitosis. In addition, the larger size of the genome and of the nucleus in eukaryotes greatly facilitates the direct visualization of large aberrations. Therefore, these two assays complement prokaryotic reporter systems and are required for regulatory compliance.

3.3.2. Micronucleus Test (MN)

Micronuclei (MN) are broken fragments of daughter chromosomes that did not make it into the nucleus during mitosis. MN formation is therefore diagnostic for chromosomal DNA damage. It is detected by staining for DNA, cell membrane and nuclear membranes, followed by observation of individual cells with microscopy. The approved method for scoring micronucleus induction is to image stained cells and count those with MN. Cells can be harvested from a live animal or from tissue culture. The presence of MN is best visualized in erythrocytes (because they are anucleate) but it can also be used with other cell types. The success of this test relies on proper cell harvesting and culturing techniques, as the integrity of the cell and nuclear membrane are vital. It also depends on careful scoring of cells, since the nucleus must be clearly defined in order to determine the occlusion of MN from the nucleus (5,66). Flow cytometry can be used to quantify cells with MN induction (67), although careful microscopy controls are recommended. Recently, micronuclei induction in TK6 cells by a battery of reference compounds was determined using both microscopy and flow cytometry (68). This study produced a good correlation between the two readouts, suggesting that MN assay by flow cytometry may become one of the methods of choice for routine genotoxicity testing in the near future, particularly in the pharmaceutical industry.

3.3.3. Chromosomal Aberration (CA) Assay

The Chromosomal Aberration Assay detects large-scale damage of chromosomes, including structural aberrations (fragmentation or intercalations) and numerical aberrations (aneuploidy and polyploidy). Numerical aberrations are most frequently the result of unequal segregation of homologous chromosomes during cell division, which can be caused by interference with cohesion during mitosis (69). The test is most commonly carried out in vitro by exposing cell cultures to the test substance, and then treating the cells with a compound that stops mitosis in metaphase (colcemid). Following staining, the chromosomes are analyzed microscopically for aberrations. FISH-staining techniques have been used to increase the sensitivity of CA, allowing each chromosome to be differentially stained to reveal chromosomal rearrangements not detectable with conventional staining techniques (70,71).
3.4. Transgenic animal models

Transgenic animals represent one of the pillars of toxicological analysis, because they combine exposure in a whole organism with efficient detection in microbial systems. Every cell of the transgenic animal carries a chromosomally-integrated vector-reporter fusion gene that is not expressed and is therefore free to accumulate mutations. The vector is either a bacteriophage or a bacterial plasmid. Following exposure of live animals to a test chemical, transgenes are recovered from the genomic DNA and placed in the appropriate bacteria for readout of mutational frequency. Mutants are identified through the use of phenotypic reporters and their mutational spectrum can be determined by sequencing (72). Transgene models are ideal for study of the effects of chronic and repeated exposure, given the genetic neutrality of the transgenic reporter in the live animal. When the goal is to obtain mutation spectrum information, prolonged and/or repeated genotoxic exposure maximizes the number of independent mutational events obtained.

3.4.1. Muta™Mouse

The Muta™Mouse was the first transgenic rodent system to be introduced (73). In this system, the transgenic mice have, on their third chromosome, the λ g10 bacteriophage vector linked to a single lacZ. Following treatment, the genomic DNA is extracted from the tissues of interest, packaged into a lambda vector and transfected into lacZ- E. coli. Mutations result in white plaques in the presence of X-gal. This system is not nearly as popular as the LacZ Plasmid Mouse and the Big ® Blue Mouse because of poorer yield of transgenic DNA (72).

3.4.2. Big ® Blue Assay

Another bacteriophage-based assay is the Big ® Blue Assay, which exists in both mouse and rat backgrounds (74,75), and is available from several different companies (72). The original mouse version uses LacI, the lac repressor, as the reporter that is linked to the λLIZα phage vector. Multiple copies of the transgene (40 for the mouse model and 30 for the rat) are integrated in the chromosome, arranged head-to-tail. Transformation of recovered vector into E. coli followed by plating on X-gal medium allows the identification of blue plaques (with inactive mutant lacI) on a background of white plaques. The Big Blue system was greatly improved by the use of the cII gene as a reporter. The cII λ gene is responsible for transition from the lytic to the lysogenic phase at low temperatures, inducing expression of the CI repressor. Inactivating mutations sustained at the cII locus confer phages with the ability to form plaques, making detection of mutations a simple positive selection (76,77).

3.4.3. LacZ Plasmid Mouse

The LacZ Plasmid Mouse has 20 copies of the pUR288 plasmid per haploid genome (a total of 40 copies) integrated into multiple chromosomes (78). Genomic DNA is recovered, and digested by the HindIII restriction enzyme, releasing single copies of linearized plasmid. Magnetic beads coated in Lac repressor protein are used to isolate plasmid DNA from the digest, and the isolated vector is then recircularized into individual plasmids. These
plasmids are transformed in *E. coli* and mutant frequency can be determined by scoring white colonies in the presence of X-gal. Compared with bacteriophage-based transgenic systems, plasmids can be isolated more efficiently and are more tolerant of deletions (both internal and involving flanking sequence) (72). A significant improvement to the test was the introduction of P-gal (which generates a toxic product when broken down by β-gal) as a positive selection for β-galactosidase loss-of-function (79).

### 4. Conclusions

Mutagenesis detection *in vivo* is key for testing the genotoxic potential of anthropogenic chemicals produced for industrial or medical applications as well as of products present in our environment. Both prokaryotic and eukaryotic models are useful, and complement each other. Prokaryotic models are simple, inexpensive, and frequently amenable to high-throughput formatting but detection is largely restricted to mutagens that induce point mutations and frameshifts. Eukaryotic models, by contrast, are more labor-intensive and time-consuming but are more sensitive to clastogenic and aneugenic activity and facilitate visualization of DNA damage (nicks, breaks, abasic sites, etc.). Indirect methods are cost-effective and easily amenable to automation, while visual or phenotypic detection is more specific because it reports DNA damage or genetic alterations caused by DNA damage but is generally more expensive and labor-intensive.

Accurate reproduction of human metabolism in model systems of genotoxicity remains one of the most urgent challenges in the field. As mentioned in the introduction, bacterial strains used for genotoxicity testing exhibit some metabolic activities. However, they lack cytochrome p450 activity completely, making them poor models for human bioactivation. Individual CYP proteins have been expressed in *E. coli* (22). However, expressing active CYP proteins in *E. coli* is not trivial, as it requires special media and co-expression of a reductase system as electron donor. More importantly, only a few CYP alleles can be expressed at a time, so it will be extremely difficult to reproduce the complex patterns of CYP expression occurring in liver cells. In the classic Ames Test, mammalian xenobiotic metabolism is mimicked through the addition of post-mitochondrial hepatic rodent extract (S9 fractions). While this *in vitro* metabolic model allows detection of a range of pro-carcinogens, it misses short-lived metabolites that fail to cross the bacterial cell wall and suffers from low reproducibility because of the variable composition of the extracts (15% inter-laboratory variability) (48).

Whole-animal models are still the most sensitive systems available for detection of procarcinogens. Fish were proposed as a model organism early on due to their enhanced liver metabolism relative to humans and to the easy exposure to xenobiotics in the water or in the trophic chain (80). Transgenic reporters analogous to the ones created in mice were developed in fish (80,81), although their use is not yet widespread, possibly due to the need for specialized labor and facilities. *Drosophila melanogaster* is also likely to become more prominent in the future as a model for genotoxicity because it complements in many ways bacteria or yeast-based models. It is a whole organism, but extremely cheap and easy to maintain. Like fish, *Drosophila* produce large numbers of testable offspring (high n), and
have metabolic and DNA repair systems that are highly homologous to human systems. Assays for genetic damage in germ cells, mostly in males (*Sex-Linked Recessive Lethal Test (SLRLT)*, and *Reciprocal Recombination Test*) were the initially developed (82). Recombination assays were later devised in somatic cells for improved sensitivity (82). These assays rely on endogenous forward mutation markers, with visible developmental abnormalities in wings, eye morphology, or bristle shape as readouts. Flies can be exposed to test chemicals in early stages of development (larvae), further increasing the sensitivity of the assay. Larvae are very actively metabolically and have been shown to be sensitive to teratogenic effects of procarcinogens (83). The large number of endogenous targets, the suitability for early exposure, and its active metabolism make *Drosophila* possibly the most sensitive phenotypic detection model available and a very promising model for detection of genotoxic and teratogenic effects (83).

New molecular technologies are likely to enhance our ability to detect the presence of mutations at very low frequencies, as illustrated by the *Random Mutation Capture Assay* (84). This technique detects the loss of a specific restriction site in chromosomal or mitochondrial genomes using multiplex PCR amplification (65,84) and has enabled establishing spontaneous mutation rates in tumors (85), and in a mouse model of aging (86). Importantly, by limiting dilution of the template, this technique has the ability to detect mutations from single DNA molecules templates, identifying non-clonal mutations in a heterogeneous population (85).

High-throughput sequencing technology will also likely allow the determination of genotoxic effects in the near future with an unprecedented level of resolution. Next-generation sequencing is based on massive, parallel amplification of templates (87). While DNA amplification is PCR-based, and therefore susceptible to the error-rate of the polymerase, mutations present in the template can still be detected through redundant coverage (typically in the 30-fold range). The accuracy of coverage information can be ensured through adequate design of bar-coded primers for amplification. Because, given the structure of the human genome, most random mutations in a cell are expected to be neutral, they should occur randomly and increase the genetic diversity in exposed the population over a period of time. In the absence of positive selection, sequencing of clonal mutations (*i.e.* mutations that are present in a significant fraction of the population) would miss this underlying genetic diversity (88). Therefore, obtaining an adequate representation of chemically-induced mutations would require sequencing DNA from individual cells.

As these new models and molecular tools become established in the field of genetic toxicity, they will need to be incorporated into the regulatory process for approval of new chemicals or for reassessment of chemicals currently in use.

**Author details**

Cherie Musgrove and Manel Camps  
*Department of Microbiology and Environmental Toxicology (METX), University of California at Santa Cruz, Santa Cruz, CA, USA*
Acknowledgement

The authors would like to thank a Special Research Grant from the UCSC Academic Senate for support for this work and Dr. Jason Bielas (Fred Hutchinson Cancer Center) for his input on this manuscript.

5. References


1. Introduction

Shortly after DNA was discovered to be the carrier of hereditary information, a number of peculiar observations were made. It was found that some traits, like the ability of yeast cells to use non-fermentable sources of energy, were inherited through a cytoplasmic, and not a nuclear mechanism[1]. This observation was rather alarming at the time, since DNA was only known to be present in the nucleus. As a result, some researchers started to doubt whether DNA was truly the sole carrier of hereditary information. Could it be that the original hypothesis about DNA was incorrect? Or did the cytoplasm carry DNA molecules that were yet to be discovered? Ultimately, this conflict was resolved when clever mating experiments, biochemical tests and precise electron microscopy culminated in the discovery of a new DNA molecule, present inside mitochondria[2-4].

Now, approximately 50 years later, we can truly appreciate the historic nature of this discovery. Not only do we realize how essential mitochondrial DNA (mtDNA) is to life itself, but mtDNA has also helped us understand our origin as a species. As our ancestors spread across the globe, they acquired mutations in their mitochondrial genome, which genetically marked the humans that colonized a certain geographical location. Expansive sequencing projects have now documented these mutations, and used them to trace the origin of mankind back to central Africa[5, 6]. In addition to their historical significance, mtDNA mutations are also important in a medical context. Most diseases that are currently endemic in western society have an mtDNA component, including cancer, diabetes and Parkinson disease. As a result, mitochondrial mutagenesis is now one of the focal points of modern biomedical research[7].

This renewed interest in mitochondrial genetics has led to an enormous influx of new researchers, ideas and technology. Because of this enthusiasm new mouse models have been generated, improved mutation detection assays have been developed, and new roles for
mitochondria have been discovered in immunity, signal transduction, development, and countless other biological processes that are essential to human health[8]. As a result, we are starting to expose the molecular mechanisms that underpin mitochondrial mutagenesis, and we are learning how intimately mutagenesis is related to mitochondrial genetics. The following sections of this chapter will describe this relationship in greater detail.

### Table 1. Structural and genetic differences between the nuclear and mitochondrial genome.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Nuclear DNA</th>
<th>Mitochondrial DNA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>3 billion bases</td>
<td>16.5kb</td>
</tr>
<tr>
<td>Shape</td>
<td>Linear</td>
<td>Circular</td>
</tr>
<tr>
<td>Copies per cell</td>
<td>2 chromosomes/cell</td>
<td>100-10,000 copies/cell</td>
</tr>
<tr>
<td>Packaging</td>
<td>Histones</td>
<td>Nucleoid</td>
</tr>
<tr>
<td>Inheritance</td>
<td>Paternal/maternal</td>
<td>Maternal</td>
</tr>
<tr>
<td>Introns</td>
<td>Many</td>
<td>None</td>
</tr>
<tr>
<td>Genetic code</td>
<td>AGA = R, AUA = I, UGA = Ter</td>
<td>AGA = R, AUA = M, UGA = W</td>
</tr>
<tr>
<td>Replication</td>
<td>Symmetrical</td>
<td>Strand-displacement*</td>
</tr>
<tr>
<td>Transcription</td>
<td>Gene specific</td>
<td>Multi-cistronic</td>
</tr>
</tbody>
</table>

2. The structure of mtDNA

Researchers who are unfamiliar with mitochondrial genetics may find mtDNA to be a peculiar molecule, as it differs from nuclear DNA (nDNA) in almost every way. Some of the most important differences between mtDNA and nDNA are summarized in table 1. First, mitochondrial DNA is a very short DNA molecule, which is approximately 16.5kb in length in most mammalian species[9, 10]. And on top of that, it is circular in nature, not unlike a plasmid. However, even though mtDNA is relatively short, it still makes up a significant portion of the genetic content of a cell because it is typically present in hundreds, or even thousands of copies per cell. These molecules are more or less randomly dispersed across the mitochondrial population of a cell, so that each mitochondrion contains approximately 2-10 mtDNA molecules. This is especially important in the context of mutagenesis, because this multiplicity ensures that, if a mutation occurs in one of these copies, multiple WT molecules can complement the acquired defect.

Remarkably, this complementation is not limited to a single mitochondrion, but encompasses the entire cell. The expansion of this safety net is made possible by the dynamic nature of mitochondrial biology. Mitochondria are highly mobile organelles, which frequently change their position inside a cell. To do this, they travel along the cytoskeleton with the help of numerous proteins, of which Milton and MIRO are two key members. These proteins form a complex with a third protein, Kinesin-1 heavy chain, to mediate...
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mitochondrial transport[11]. Because mitochondria can travel in either direction, they frequently collide in an end-to-end fashion. During these collisions, mitochondria fuse together to form a single, continuous organelle and mix their contents in the process. This newly formed mitochondrion will eventually undergo a fission event, splitting it back into two smaller organelles. Since all the bio-molecules are randomly distributed across the emerging organelles, each mitochondrion contains a completely new mixture of DNA, RNA and proteins. In fact, each mitochondrion contains an “average” of all the contents that were present in the two mitochondria that initiated the fusion event. Because mitochondria undergo constant cycles of fusion and fission, mtDNA is constantly shared across the entire mitochondrial population. A WT genome can therefore always complement a mutation, even if it is harbored by a mitochondrion that is present elsewhere in the cell[12]. In a sense, you might even say that an “individual mitochondrion” does not really exist. Each mitochondrion is part of a fluid, interconnected network, whose components are in a constant state of flux[13].

Because of this cell-wide safety net, most mutations are thought to be harmless. As long as mutant genomes are outnumbered by WT genomes, mitochondrial fusion and fission ensures that any deficiencies are consistently complemented. However, if a mutation is replicated extensively inside a cell, it can eventually become very harmful. This occurs once a mutation is present in the majority of a cell’s mtDNA, and insufficient WT genomes left for complementation. This “threshold” is typically reached when 60-90% of the mtDNA molecules carry an identical mutation[14]. Such mutations are said to be heteroplasmic (figure 7), because they are present in only a fraction of the mitochondrial genomes in a cell. A mutation that is present in all genomes it is said to be homoplasmic. One of the most remarkable things about mitochondrial mutagenesis is that all the mutations that have been found thus far require clonal expansion before they cause cellular dysfunction. This means that every pathological mutation in mtDNA is recessive. One might argue then, that if we understood this expansion process in greater detail, and learned to control it, we could combat every mtDNA disease using a single intervention.

Another feature of mitochondrial genetics that is important in the context of mutagenesis is the density of the mitochondrial genome[9] (figure 1). MtDNA encodes 13 proteins that are all essential components of the electron transport chain (ETC). In addition, mtDNA encodes 2 rRNA molecules and 22 tRNA particles that help express these proteins. This leaves room for only a short region of non-coding mtDNA. This region is called the displacement loop, or D-loop for short, which was named after its peculiar triple helix structure with one “displaced” DNA strand. The D-loop contains an origin of replication and multiple sites for transcription initiation, which makes it the most important sequence for mtDNA metabolism. When you combine the lack of non-coding regions in mtDNA, with its short length and abundance of genes, it becomes clear how compact the mitochondrial genome is. It is so compact in fact, that some genes, like the ATP6 gene, do not even encode a complete stop codon. Instead, the final base of this codon, an adenine, is added to the mRNA during polyadenylation[9]. This gene density means that almost every mutation is bound to impact mtDNA in a non-trivial way.
Figure 1. Organization of the mitochondrial genome. The mitochondrial genome contains 13 protein coding genes, 2 rRNA genes, and 22 tRNA genes. The mitochondrially encoded proteins are components of complex I, III, IV, or V. Notice how the tRNA genes punctuate the rRNA genes and proteins, which marks the sites where the multicistronic transcript is processed. Several mutations that are responsible for inherited mitochondrial diseases are shown.

The gene composition of mtDNA also affects mutagenesis in a less obvious way: because mtDNA only encodes proteins that are involved in energy production, mitochondria must rely on proteins that are encoded by the nucleus for DNA maintenance. These proteins are transcribed in the nucleus, translated in the cytoplasm and ultimately distributed over the mitochondrial population. The proper distribution of these proteins is a daunting task,
because each cell contains hundreds of mitochondria, each of which should receive its fair share of DNA repair proteins. Ultimately, mitochondria solve this problem by undergoing continuous cycles of fusion and fission, which allows them to share DNA repair proteins and homogenize them across the mitochondrial population. Thus, mitochondrial fusion and fission promote mitochondrial function by enabling mitochondria to share proteins derived from mtDNA and nDNA (figure 8, 9).

Another feature of mitochondrial genetics that is important for our understanding of mutagenesis is the maternal inheritance of mtDNA[16]. This has highly complex consequences for human health. One of the more obvious of these consequences is seen in the clinic, where patients with mitochondrial disease receive genetic counseling for future pregnancies. Clearly, if mtDNA is inherited only through the maternal germ line, mutations are inherited maternally as well. Moreover, certain mutations, like large DNA deletions, are difficult to transmit, and counseling needs to take all of these factors in consideration. The more complex consequences go beyond a single human generation though, and affect us on much longer timescale.

**Figure 2. Heteroplasmty and homoplasmy of mtDNA in single cells.** Four cartoons of cells are depicted. Each cell contains 1 nucleus (circle with 2 chromosomes), and 4 mitochondria (ovals with light green coloring) that carry 2 genomes, which are either WT (dark green circle) or mutant (colored circles). The cell on the far left contains no mutant mtDNA, and is therefore homoplasmic for WT mtDNA. The second cell from the left contains 1 mutant molecule and is therefore 12.5% heteroplasmic. The third cell contains 7 unique mtDNA mutations in 7 molecules, and is therefore 12.5% heteroplasmic for each mutation. The cell on the right contains 7 identical mutations in 7 genomes, and is therefore 87.5% heteroplasmic. Although it contains strictly speaking the same amount of mutations as the third cell, only this fourth cell will display mitochondrial dysfunction.

One long-term consequence is that uniparental inheritance surrenders the benefits of sexual recombination. Sexual recombination gives evolution the opportunity to select against, and remove detrimental mutations from the germline. Without sexual recombination, detrimental mutations would simply accumulate in the germline and degrade our DNA until life becomes unviable, a process called Muller’s ratchet. In the absence of sexual recombination, mtDNA must evade Muller’s ratchet by some other mechanism. For instance, it is possible that some form of purifying selection occurs in the germline, which selects against oocytes that carry detrimental mtDNA mutations. Until recently though, no
direct experimental evidence had been found for this hypothesis. However, two recent studies have now documented powerful proof of such a mechanism in mice. In the first study, a mouse model was generated that exhibits a greatly increased mtDNA mutation rate. The authors discovered that newborn pups of these mutator mice carried significantly more synonymous than non-synonymous mutations than could be expected from random chance[17]. Thus, some form of selection against non-synonymous mutations must be occurring in the germ line. A second study generated two mouse models, which carry either a benign, or a severe mtDNA mutation in their germ line. These authors found that the severe mtDNA mutation was quickly removed from the germ line (in four generations), whereas the benign mutation lingered on for several more generations[18]. These experiments demonstrate that a form of purifying selection protects us from detrimental mtDNA mutations in our germ line, and that the strength of the selection depends directly on the severity of the mutation. The precise mechanism by which this purifying selection operates remains obscure.

A second potential consequence revolves around the co-evolution of the nuclear and the mitochondrial genome. The electron transport chain is composed of approximately a hundred proteins that are divided into 5 major complexes. Thirteen of these proteins are encoded by mtDNA, while the remaining proteins are encoded by nDNA. Because of this shared responsibility, mitochondrial and nuclear DNA have evolved together to optimize energy production. We now know though, that mtDNA differs slightly from person to person, based on their geographical heritage. Thus, the possibility arises that the fine-tuning between mtDNA and nDNA is geographically dependent as well. If so, the co-operation between mtDNA and nDNA may be disrupted by placing mtDNA from one region into the nuclear background of another region. This might cause subtle, but significant metabolic complications. This possibility is supported by experiments in *Drosophila*. Fruit flies are an outstanding animal model for this type of experiment, because different strains of *Drosophila* carry unique mitochondrial genomes. By mating female flies of one strain, with male flies from another strain (and extensively backcrossing their daughters into the nuclear background of their father), the mtDNA of the female fly can be placed in the nuclear background of the male fly. This breaks the evolutionary link between the mtDNA and nDNA of these strains. When mitochondrial function was examined in the experimental flies, it was found that new combinations of mtDNA and nDNA are indeed suboptimal when they are compared to control flies[19, 20]. Thankfully, this is unlikely to be applicable to humans, because even mtDNA from chimpanzees or gorillas function normally in cells with a human nucleus. It is not until mtDNA from animals with a greater evolutionary distance from humans is placed in human cells, like orangutans, that mitochondrial function becomes suboptimal[21].

Other features of mitochondrial genetics that may affect mutagenesis are mtDNA replication and transcription. For over 30 years, it was thought that mtDNA replication occurs through a unique, strand-displacement model[22]. This model stands in stark contrast to the symmetrical model of nuclear DNA replication, which involves coordinated leading and a lagging strand synthesis. If the asymmetric model of mtDNA replication is
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It is important to note though, that a second model has been suggested for mtDNA replication[27, 28], which is more consistent with traditional leading and lagging strand synthesis. According to this model, enormous amounts of RNA are incorporated into the lagging strand during DNA synthesis[29]. If this is the case, then the ribonucleotide incorporation into mtDNA could have a substantial impact on mitochondrial mutagenesis and potentially explain the observed strand-asymmetry in mutagenesis[30]. Unfortunately, it is currently unclear which model is correct, and an important discussion about these models is currently ongoing[27, 28, 31-34]. Regardless of which model is correct, it is clear that the outcome would have an enormous impact on our understanding of mtDNA mutagenesis. After all, DNA replication is an important source for DNA lesions and the tool by which DNA damage is fixed into mutations.

A final feature of mitochondrial genetics that could impact mutagenesis is mtDNA transcription. MtDNA is transcribed in a multi-cistronic manner, meaning that multiple protein-coding genes are transcribed during a single transcription event, similar to bacterial operons[35]. Nascent mRNA molecules are ultimately cleaved at appropriate sites to generate mature mRNAs, which are then handed over to the translation machinery in an orchestrated manner. Although this mechanism is very efficient, it is likely to be very sensitive to DNA damage, because a single DNA lesion could block transcription of multiple genes that are downstream from the lesion. In the nucleus, this problem is solved by transcription coupled DNA repair (TCR), which identifies transcription complexes that are stalled in front of DNA lesions, and recruits the DNA repair machinery with the help of the CSA and CSB proteins[36]. Although CSA and CSB have been localized to mitochondria[37], it is still unclear if, and how transcription coupled repair takes place. For instance, UV lesions are important targets for TCR in the nucleus, where it recruits the nucleotide excision repair machinery to excise the damaged DNA. However, UV lesions are not repaired in mitochondria, and nucleotide excision repair itself does not take place. However, it is possible that, instead of recruiting nucleotide excision repair to stalled transcription complexes, CSA and CSB recruit BER instead[36]. This would be consistent with the idea that oxidative damage is the most likely lesion to occur on mtDNA.

Multi-cistronic transcription also raises the chances of collisions between the transcription bubble and a replication fork. How often such collisions occur, and how they are resolved is still an unexplored question. In the nucleus, these events may be important sources of DNA breaks, which warrants future investigation in studies on mitochondrial mutagenesis.

3. Measuring mutagenesis in mitochondrial DNA

One of the most important problems facing mtDNA researchers today is that there are only a few tools available to detect mutations. Several tools have been tried over the years, but it
was often difficult to draw conclusions from the data because different labs observed different results[38]. The source of this confusion is probably the methodology itself, which is inherently error prone[39, 40]. For the field to grow, it will therefore be essential to develop new tools that match the sensitivity and versatility of those used to detect nDNA mutations.

Figure 3. Random mutation capture assay. In this cartoon of the RMC-assay, 5 molecules of MtDNA are digested with TaqI. Four of these molecules contain a WT TaqI restriction site (green boxes) and one molecule contains a mutation in the TaqI site (red box). Using primers that flank the TaqI restriction site, real time PCR can then be used to count the number of copies of mtDNA that contain a mutation in the TaqI restriction site: WT molecules have been cleaved by TaqI, and thus do not provide a viable amplicon for PCR amplification. A second PCR reaction is then performed with primers that are near to, but not affected by the TaqI restriction site. This reaction counts the total number of molecules that were screened for mutations. The true power of this assay is revealed when it is used in a 96 well format, or droplet PCR, so that millions of molecules can be screened at once for mutated TaqI sites.

Most nDNA mutation assays rely heavily on transgenic technology[41], and custom-made mutation markers like fluorescent proteins[42] or the lacZ gene[43] are routinely inserted into a genome of interest. These markers can be genetically engineered to detect any type of mutation, including single base pair substitutions, insertions, deletions or gross rearrangements. Endogenous mutation markers such as the Hprt and Aprt locus can also be used for this purpose[44]. These assays have helped us identify genes that are involved in DNA repair[45], DNA sequences that are prone to mutagenesis[26], and identified environmental compounds that induce mutagenesis[26].
Because mammalian mtDNA cannot be transformed, it is not possible to repeat these experiments in a mitochondrial context. And the small size of mtDNA excludes the possibility of finding large, endogenous genes, such as the Hprt or Aprt locus to detect mutations in. However, there are several mutations in the 16S rRNA gene that confer resistance to the drug chloramphenicol[46], which can be used in a mutation screen[47]. Only a handful of bases confer resistance though, which limits the scope of the screen. Another limitation of this assay is that, in order to acquire chloramphenicol resistance, most of the mtDNA molecules inside a cell need to carry the resistance mutation. Thus, mutations that are present in only one, or a few molecules will be missed, including most de novo mutations. This assay therefore detects primarily pre-existing mutations that have clonally expanded inside a cell. This extra requirement of clonal expansion introduces an unknown parameter into the assay that could confound the results.

It is important to understand that because of these technical limitations our knowledge of mitochondrial mutagenesis is still fairly limited. This is especially true when it is compared to our knowledge of nDNA, where we know of countless molecules that can induce mutagenesis[45]. We have detailed information about the lesions that are generated during exposure[45], identified the DNA repair proteins that repair these lesions[48], and we know the doses at which mutagenesis occurs. Moreover, we can predict the spectrum of mutations that will arise, and we know the time it takes for these mutations to be fixed. We even know how replication and transcription respond if they encounter these lesions, which signaling pathways are activated as a result, and what the ultimate physiological response of the cell is to these insults[49]. In contrast, we only know of a few chemicals that induce mtDNA mutations, and we have very little information about the proteins that repair these lesions, or how the cell as a whole responds to mtDNA damage.

To fill in these gaps in our knowledge, we probably need to find a way to transform the mitochondrial genome first. Until that time comes though, we will have to rely on biochemical assays and sequencing techniques to detect mutations. These assays need to inform us about two important end points. One assay should help us detect mtDNA mutations in bulk samples. This assay will inform us about the overall mutation rate, frequency and spectrum of mtDNA of large amounts of tissue, so that the impact of diet, age, treatment or gene deletions on mitochondrial mutagenesis can be determined. The second assay should help us determine how rapidly mtDNA mutations are expanding within single cells under these conditions. MtDNA mutations must clonally expand before they affect a cell and this assay will therefore provide us with a direct read out of the physiological impact of mutations on an organism.

Currently, the most accurate assay to measure the mutation frequency in bulk samples is the “random mutation capture assay’ (RMC-assay)[39, 50]. This tool measures point mutations, deletions or insertions within restriction sites, and can detect one mutation among 1x10^8 WT bases (Figure 2). The RMC-assay is a broadly applicable tool, because it uses naked DNA as a template, so that any type of DNA can be interrogated. Moreover, it’s a very economic
tool, which can screen approximately 25 million bases for $50 in a 4-hour time span. The development of this tool was an important step forward for the field, because it was the first assay to accurately document the spontaneous mutation frequency and spectrum of mtDNA in multiple tissues.

Figure 4. Detection of mtDNA with large deletions in single cells by long-distance PCR. To analyze mtDNA from single cells, a cell is first cut out of a tissue sections using a laser capture microdissection. MtDNA is extracted from the cell in a small scale lysis reaction, which is then used to in a PCR reaction. Primers that encompass the entire genome are used to amplify mtDNA, which can then be analyzed on a gel, or sequenced directly. In the example above, both WT molecules, and deleted mtDNA molecules were present in a single isolated neuron.

Figure 5. MtDNA in mitochondria, with or without a human catalase. MtDNA is located near the ETC, which exposes it to oxidative damage in the form of the superoxide anion O₂•-. Superoxide can be broken down into the less reactive H₂O₂ by SOD1 or SOD2. Ultimately, this can react to form a hydroxyl radical, OH• (not shown). Catalase targeted to mitochondria breaks H₂O₂ down into water and oxygen, which decreases the amount of oxidative damage in mitochondria and lowers the mutation rate.
The most precise assay to measure the expansion rate of mtDNA mutations is single cell sequencing of mtDNA[51]. Multiple labs have now established single cell, and even single molecule techniques to do this. In these assays, single cells are collected from tissue slides using laser capture micro-dissection. These cells are lysed in a micro-reaction, after which the mitochondrial genome is PCR amplified and sequenced[51]. If the DNA is diluted to a single molecule level before PCR amplification, it is even possible to sequence single molecules, so that the number of WT and mutant molecules can be determined to estimate the level of heteroplasmy in a cell. This tool is especially powerful when it is used in conjunction with a histo-chemical staining technique to identify cells that have lost mitochondrial function[52].

Each assay does have its drawbacks though. For instance, an important limitation of the random mutation capture assay is that it only detects mutations in \textit{TaqI} restriction sites. This makes it harder to extrapolate the results to the rest of the genome. Single cell sequencing on the other hand, is very costly and laborious. It is expected though, that modern sequencing techniques will greatly improve the cost-effectiveness of this assay in the near future.

4. Mechanisms of mitochondrial mutagenesis

Accurate tools to measure mitochondrial mutagenesis in mammalian cells have only recently been developed. Thus, the mechanisms that cause mtDNA mutations in mammals are still being elucidated. However, several trends are already clear. First, mtDNA is anchored to the inner mitochondrial membrane, a structure that also harbors the electron transport chain. Along this chain, energy is produced in the form of ATP along 5 major complexes (complex I-V). Along this chain, electrons are shuttled from complex to complex, which stores up energy in the form of an electrochemical gradient that drives ATP synthesis. During this process, electrons can escape from the ETC, and react with oxygen to create a highly toxic form of reactive oxygen species. For instance, if the ETC becomes highly reduced, excess electrons from complex I or complex III can react directly with oxygen (O$_2$) to generate the short-lived superoxide anion O$_2^-$ . This molecule can react directly with mtDNA, or be converted into another form of reactive oxygen species, hydrogen peroxide (H$_2$O$_2$), by manganese superoxide dismutase (Sod2) or cupper/zinc super oxide dismutase[53] (Sod1). Hydrogen peroxide is a less reactive than O$_2^-$ , which makes it safer, but it is also longer-lived, and can diffuse far enough into the cell to reach the cytosol or the nucleus. H$_2$O$_2$ can be further reduced into a hydroxyl radical (OH$_-$), the most potent oxidizing ROS, when it encounters a reduced metal or O$_2$ . Under normal physiological conditions though, ROS production is kept at a low level. However, if ROS production increases (for instance if the respiratory chain is inhibited and electrons accumulate on the ETC carriers), it can exceed the antioxidant defenses of the mitochondria. If this happens, ROS can damage mtDNA, forming lesions on the genome that can be fixed into mutations. Thus, ROS is bound to be an important source of mitochondrial mutagenesis, and multiple experiments support this hypothesis. For instance, direct oxidative damage and drugs that induce oxidative damage cause homoplasmic mtDNA mutations in mammalian mtDNA[55].
And the reverse was also shown: reducing ROS by expressing a human catalase (an enzyme that breaks hydrogen peroxide down into oxygen and water) that is targeted to mitochondria lowers the mutation rate (figure 3). Mice expressing mitochondrial catalase were shown to display a 2.5-lower mutation burden than normal mice[40, 56]. These, and many other experiments show not only that ROS can cause mutations during periods of oxidative stress, but also that ROS drive the endogenous mutation rate in the absence of stress. This hypothesis is further supported by the mutation spectrum of WT mtDNA (figure 4), in which the predominant mutation is a GC::AT transition, which is the most common mutation caused by reactive oxygen species[23, 57]. These GC::AT transitions are generated by cytosine deamination through cytosine glycol and uracil glycol intermediates. Ultimately, uracil will pair with adenine during replication, causing the observed GC::AT transitions[23, 57]. Interestingly, GC::AT transitions are also the predominant mutations found in phylogenetic analyses[30] and many congenital mtDNA diseases[58], suggesting that these mutations may also be the result of oxidative damage.

![Mutation spectrum](image)

**Figure 6. Mutation spectrum of WT mice and mitochondrial mutator mice.** The mutation spectrum across 3 TaqI sites is shown in the form of electrophoretograms. The numbers above the peaks indicate the percentage of mutations found for that substitution. For instance, 65% of the mutations that occur at the TaqI sites in WT mice occur at the 3rd base pair (G), and are G to A transitions (green peak, corresponding to an adenine base). The mutator mice primarily display GC to AT transitions as well, but at a different base.

Reactive oxygen species are an unavoidable by-product of ATP synthesis[59]. Thus, it can be expected that the rate of ATP synthesis itself will affect mtDNA mutagenesis. Indeed, in a recent study in human cells, a strong correlation was found between mitochondrial respiration and mitochondrial mutagenesis. Cells that relied on mitochondrial respiration displayed higher mutation frequencies than cells that used glycolysis for ATP production.
This included cancer cells, which are known to prefer glycolysis for ATP production over respiration, a phenomenon referred to as the Warburg effect[60]. This observation is so far just a correlation though, and more mechanistic experiments will need to substantiate this finding.

![Figure 7. Mitochondrial fusion and fission homogenize protein content.](image)

Taken together, these experiments suggest that any mechanism controlling the production of oxygen radicals will impact mtDNA mutagenesis in some way. Such mechanisms could include homoplastic mtDNA mutations[61]), proteins that control how tightly the electron transport chain is coupled, such as UCP1-3[62], or associated proteins that control major biological processes inside mitochondria such as ANT1[63].

Another potential source of mtDNA mutations is DNA polymerase gamma, the enzyme that replicates the mitochondrial genome[64]. DNA polymerase gamma is the enzyme that fixes DNA damage into mutations during DNA replication, but it is also possible that PolgA makes spontaneous errors on undamaged templates, which could contribute to the mutation rate as well. How large this contribution is, is difficult to say though, because DNA polymerase gamma has such a low error rate that it cannot be determined with current in vitro assays[65]. Thus, creating a mutation spectrum in vitro, and searching for traces of that spectrum in vivo is impossible. What is possible though, is to increase the error rate of DNA polymerase gamma by removing its proofreading domain. This proofreading domain has a 3'-5' exonuclease activity[64] which corrects errors that are made during DNA synthesis. If this activity is disabled with a point mutation, the spontaneous error spectrum of the enzyme can be exposed[65]. Interestingly, a proofreading deficient DNA polymerase gamma induces predominantly GC::AT transitions in vivo[66], similar the spectrum found in WT cells. However, a more careful comparison of these spectra at specific sites shows that the errors made by a proofreading deficient DNA polymerase gamma occur at different bases than those found in WT cells[40]. This suggests that spontaneous errors by DNA polymerase gamma on undamaged templates is not a major contributor to the mutation rate of WT cells. Its contribution may be greater under certain conditions though, for instance when rapid expansion of mtDNA is required, as is the case during development.
Figure 8. Mitochondrial fusion and fission homogenize protein content. One WT cell, and one fusion
deficient cell line is depicted. In each cell, the nucleus is labeled with DAPI (blue) and
immunocytochemistry has been used to label cytochrome C green and hsp60 red. Mitochondria in the
WT cell contain approximately the same amount of cytochrome C and hsp60, resulting in a yellow
coloring. Mitochondria in fusion deficient cells on the other hand carry highly variable amounts of these
proteins.

A third source of mitochondrial mutagenesis is protein heterogeneity. Mitochondria
typically contain 700-1400 proteins[67], which support a wide variety of functions. MtDNA
only encodes 13 of these, all of which contribute to energy production. The proteins that
safeguard the integrity of mitochondrial genome are therefore all encoded by the nucleus
and imported into mitochondria from of the cytoplasm. These proteins include DNA
polymerase gamma, the mitochondrial helicase Twinkle, and a wide variety of DNA repair
proteins. Ultimately these proteins must be delivered in the proper stoichiometry in each
mitochondrion to enable DNA repair[68]. As far as we know though, there is no way for the
nucleus to orchestrate the distribution of these proteins over hundreds of mitochondria in
such a precise manner. As a result, the distribution of DNA repair proteins across the
mitochondrial population is likely to be uneven. This type of protein heterogeneity could
put mitochondria at risk for mutagenesis. Ultimately, this problem is resolved by
mitochondrial dynamics. While mitochondria travel along the cytoskeleton, they frequently
collide in an end-to-end fashion. When they do, they fuse their membranes together to form
a single, continuous organelle. This fusion process is mediated by 3 GTP-ases. Mitofusin 1
(Mfn1) and mitofusin 2 (Mfn2) help to fuse the outer membranes together, while OPA1
fuses the inner membranes together[13]. Fusion of the inner membrane creates one
uninterrupted matrix, which contains all the molecules of the original fusion partners,
including any DNA repair proteins. This newly formed mitochondrion will eventually be
split back into two smaller organelles during a fission event, which is mediated by at least 3
proteins, Drp1[69], FisI[69] and Mff[70]. The emerging organelles receive a random
distribution of DNA, RNA and proteins, so that each mitochondrion contains an “average”
of all the molecules that the initial fusion partners shared, including any DNA repair
proteins. Because mitochondria undergo constant cycles of fusion and fission, DNA repair proteins are continuously homogenized over the mitochondrial population, which results in a more equal distribution of protein content (see fig 8,9). This idea is supported by mouse models, as well as cell lines, in which mitochondrial fusion has been disabled by deletion of either Mfn1 or Mfn2. In these cases, proteins are no longer homogenized, resulting in greater protein heterogeneity, which increases mtDNA mutations in tissues and cultured cells[15].

However, whether protein heterogeneity also contributes to spontaneous mutagenesis in WT cells remains unclear. If it does though, its contribution is likely to differ between cell types and conditions. For instance, in neurons, mitochondria are located far away from the cell body where fewer fusion partners may exist, which could result in increased protein heterogeneity. This problem may be exacerbated in older cells, where mitochondrial motility is further compromised due to excessive traffic jams inside axons[71]. Another sensitive cell type may be muscle fibers, which carry tens of thousands of mitochondria, and countless genomes. Some of the most active mitochondria in muscle fibers are placed in very rigid positions, in a pair wise pattern along the z-axis of the fiber. Their constant, regular shape and precise placement suggest that they undergo limited fusion and fission, and are restricted in their movement. As a result, these mitochondria may rely primarily on the import of DNA repair proteins to maintain mtDNA stability. This holds the inherent risk of increased protein heterogeneity.

5. DNA repair in mitochondria

Until recently, it was very difficult to measure mtDNA mutations in mammalian cells. For this reason, it remains unclear which in vivo DNA repair mechanisms suppress mutations in mtDNA. In contrast, mitochondrial mutation assays are easier to perform in yeast, and as a result our knowledge about mtDNA repair in mitochondria comes largely from yeast experiments. We now know that base excision repair (BER), mismatch repair (MMR) and recombination repair all occur in yeast mitochondria. However, nucleotide excision repair (NER) is conspicuously absent. Of these DNA repair pathways, BER understandably the most active pathway in mitochondria, given the proximity of mtDNA to the ETC. Accordingly, loss of either Ogg1p[72] (which repairs 8-oxo-guanine), Ung1p[73] (which excises uracil from mtDNA), or Ntg1p[74] (which excises oxidized pyrimidines) results in a 2-10 fold increase in mtDNA mutations in yeast. BER activity in mitochondria is further supported by Apn1[75] (an AP endonuclease), Pif1[74] (a helicase), MTH1[76] (an 8-oxo-dGTPase and 8-oxoATPase), and MYH1[77] (which removes adenine opposite 8-oxoG). These experiments in yeast have guided similar efforts to explore DNA repair in mammalian mitochondria, where a similar set of BER proteins has been detected. These experiments demonstrated that both the short and long-patch version of BER is present in mammalian mitochondria, with Dna2[78] and Fen1 removing the intermediate flaps[79]. Remarkably though, simultaneous loss of OGG1 and MYH (which removes adenine incorporated opposite 8-oxo-guanine) did not result in an increased mutagenesis in mammalian cells[80], in contrast to yeast. The reason for this discrepancy is unclear,
although it is possible that extensive back-up mechanisms are present in mammalian mitochondria in the form of NEIL1 and NEIL2[80, 81], two glycosylases whose functions overlap with OGG1. A second possibility is that 8-oxo-guanine is not a common a lesion in mammalian mitochondria. Historically, 8-oxo-guanine has been the most studied oxidative lesion in the DNA repair field because it is practically the only lesion that is easily detected. However, there are other oxidative lesions that are undoubtedly more mutagenic than 8-oxo guanine, and some of these may even occur more frequently, but because they are almost impossible to detect, they remain unstudied. Thus, our emphasis on this lesion may be the result of a bias in our studies. The fact that multiple DNA repair enzymes exist to remove this lesion clearly argues otherwise though. Regardless, it will be essential for our understanding of DNA repair in mitochondria to screen all available mouse models with deleted DNA repair genes for increases in mitochondrial mutagenesis using modern tools. This is the only way we will get a clear picture of the DNA repair mechanisms that are active inside mitochondria.

Although BER is now clearly defined in mammalian mitochondria, there is only limited evidence for other DNA repair pathways in mammalian mitochondria, including mismatch repair and recombination repair, two pathways that are active in yeast mitochondria. Nucleotide excision repair is absent in mammalian mitochondria though, as it is in yeast, since UV lesions are not repaired in mammalian mitochondria[82].

In the nucleus, mismatch repair is an extremely important DNA repair pathway, which corrects errors that are generated during DNA replication[83]. The mismatch repair (MMR) proteins are composed of heterodimeric polypeptides termed MutS and MutL, which differ in composition to match the type of lesion they repair (either single base mismatches or small insertion-deletion loops). These proteins orchestrate the DNA repair process by first detecting the mismatch, and then discriminating between the two DNA strands to identify the template strand (which is correct), and the newly synthesized strand (which contains the mistake). It is still unclear how strand discrimination occurs in mammalian cells though.

Mitochondrial MMR was first identified in yeast[84, 85]. And since then, numerous experiments have tried to detect MMR activity in mammalian mitochondria. Some of these studies have found that the lysate of isolated mitochondria can repair mismatched templates [86]. However, it is possible for these lysates to be contaminated with nuclear proteins, which could confound the results. Thus, numerous researchers have also tried to image cells, in order to detect fluorescently tagged MMR proteins in mitochondria. Most of these experiments failed to detect the MutS or MutL complexes in mitochondria. However, they did identify a new protein, YB-1, which seems to aid mitochondrial MMR[47]. This raises the surprising possibility that a different set of proteins governs mismatch repair in mitochondria compared to the nucleus. In contrast, BER in mitochondria is performed by the same set of proteins that are present in the nucleus. However, if it is true that mtDNA is replicated by a mechanism that is different from nuclear DNA, it may actually be expected that a different type of enzyme is required for MMR. For now though, it will be important to validate this observation further with mechanistic insight. It will be important to elucidate
the function of YB-1 is in mitochondrial MMR, determine its activity, and demonstrate how it aids in strand-discrimination. And finally, since loss of the proofreading activity of DNA polymerase gamma results in a >1000-fold increase in mutations, it will be important to understand how this increase can be so large in the presence of MMR.

Besides single base lesions, oxidative damage can also causes single strand and double strand breaks in DNA, as well as DNA cross-links. For this reason, it would make sense for recombination repair to take place in mammalian mitochondria alongside BER. The most direct evidence for mitochondrial recombination comes from sequence analysis of mtDNA molecules. For instance, multiple labs have found evidence for intra-, as well as inter-strand recombination events[87-91]. These experiments suggest that micro-homology between mtDNA sequences is used for repair activity. Although the mechanisms of homologous recombination in mitochondria are still unclear, it seems as though the proofreading domain of DNA polymerase gamma plays an important role in this process. When the proofreading domain is deactivated, mtDNA molecules seem to recombine without the need for homology, with breakpoints that are reminiscent of NHEJ events[88]. Thus, one possibility is that PolgA aids homology searching during DNA repair processes. Besides PolgA, it is unclear which molecules function in double strand break repair. For instance, RAD51 and RAD52 have not been found in mammalian mitochondria[79]. A third protein, Mre11, which is involved in nuclear DSB repair, does aid recombination repair in yeast mitochondria though, and may be present in mammalian mitochondria as well[92, 93].

The relatively sparse evidence for DNA repair pathways in mitochondria has even led some to suggest that rather than being repaired, damaged mtDNA may be targeted for destruction. Destroying an entire genome instead making a few repairs seems wasteful though, and more data is needed to build the case for this hypothesis. For instance, the nuclease that would destroy damaged mitochondrial genomes has not yet been identified[79]. Others have suggested that mitochondria containing damaged DNA or excessive mutations may be targeted for mitophagy. If this hypothesis is true though, one would expect that mutated genomes are removed from a cell until only the WT genome persists. Clearly this is not the case though, because congenital mtDNA mutations persist in mitochondrial patients, and are not selectively removed.

6. The effect of mtDNA mutations on human health

MtDNA encodes 13 proteins, all of which are essential to mitochondrial energy production. Accordingly, mtDNA mutations have the strongest impact on cells that have persistent, and high energy demands, including neurons, muscle fibers and the endocrine system. Despite the fact that only a limited set of cells is strongly affected by mtDNA mutations, it is very difficult to predict the effect a mutation will have on a patient due to the complexity of mitochondrial genetics. This is especially true in the case of inherited mtDNA mutations.

First, it is possible for mutations in different genes to have nearly identical consequences. This is a direct result of the extensive functional overlap between different mtDNA genes.
One example of a mitochondrial disease that is caused by these types of mutations is Lebers hereditary optical neuropathy [94] (LHON), a disease that causes a sudden onset of blindness due to mutations in the mitochondrial ND1, ND2, ND3, ND4, ND5, ND6 [95-97], COII, COIII [98], CYB [94], or ATP6 gene [58, 94] (see also figure 1).

Surprisingly though, there is also a second class of mutations, which occur in the same gene, but have completely different consequences. For example, missense mutations in the ND6 gene can either cause Leigh syndrome [99-101], generalized dystonia and deafness [101, 102], mitochondrial encephalomyopathy with lactic acidosis and stroke-like episodes [103] (MELAS), or Leber hereditary optic neuropathy [94].

Figure 9. Data from Wanagat et al., FEBS 2000. A single muscle fiber is depicted in the cartoon above, which has been reconstructed from tens of sections that were taken across its length. Each slice represents one of these sections. Healthy sections of the fiber (at the edges) are larger than the sections that display mitochondrial dysfunction (center). The unhealthy sections contain excessive amounts of mtDNA deletions, whereas the healthy sections do not.

Finally, a third class exists, in which identical mutations in the same gene cause different phenotypes depending on the level of heteroplasmy at which that mutation is present in a patient’s tissues. For instance, some of the most frequent mtDNA disorders are caused by mutations in the mitochondrial tRNA genes. The most common of these is an (A > G) mutation in the tRNA{Leu(UUR)} gene [104]. When present at low levels of heteroplasmy (10%–30%) a patient may present with type II diabetes, with or without deafness [105]. This is actually the most common inherited cause of type II diabetes, accounting for approximately 1% of all type II diabetes in the world [59]. By contrast, when this mutation is present in >70% of the patients mtDNA molecules, it does not cause diabetes, but presents itself with more severe symptoms [104], including short stature, cardiomyopathy, CPEO (a mitochondrial myopathy that is frequently associated with ophthalmoplegia and ptosis, referred to as chronic progressive external ophthalmoplegia), and the MELAS syndrome.
The diagnosis of these diseases is further complicated by the fact that the symptoms of different mtDNA diseases can overlap with each other. For instance, some mtDNA rearrangements cause CPEO, which is characterized by a slow, progressive paralysis of the extraocular muscles[59]. These features can be completely mimicked by Kearns–Sayre syndrome (KSS) though, which can present itself just like CPEO[106]. However, KSS is a much more devastating myopathy, which progresses to a multisystemic disorder manifested through cardiac dysfunction, mental retardation, and various endocrine disorders. Another example of clinical phenotypes melding into each other is Pearson’s pancreatic syndrome, which is caused by large mtDNA rearrangements that affect the bone marrow and frequently result in childhood pancytopenia. Pearson’s syndrome can progress to KSS if the pancytopenia is treated successfully[59].

Like congenital mutations, somatic mtDNA mutations tend to impact muscles fibers and neurons as well. However, they do so in a very different way. If a congenital mutation is present in the zygote, it is passed from cell to cell during development, so that a single mutation is dispersed across a patient's tissues. Ultimately, the severity of the resulting disease is dictated by the amount of mutated mtDNA that ends up in a patient’s muscle fibers and neurons. However, each cell carries the same mutation.

![Figure 10. Data from Kraytsberg, Nature Genetics 2006. MtDNA was collected from single neurons, derived from nine individuals aged 33-102. The mtDNA of these individuals was then PCR amplified and sequenced. The fraction of the mtDNA molecules in those cells that contained an mtDNA deletion is represented. Each peak corresponds to the analysis of one neuron.](image)

Somatic mutations on the other hand, arise in neurons and muscle fibers that are already differentiated, post-mitotic cells. Thus, each mutation only affects the cell it arises in, and will not be passed on from cell to cell. For a tissue to be affected then, countless mutations must occur, resulting in a mosaic pattern of cells that either do, or do not carry a mutation. Moreover, since each mutation results from a unique event, each cell carries a unique mtDNA mutation. This causes an important problem, because if each mutation only occurs once, they are almost impossible to detect in bulk samples, where millions of cells are
monitored simultaneously. To find these mutations, a tissue must be screened one cell at a time. When single neurons, cardiomyocytes or muscle fibers with mitochondrial abnormalities are micro-dissected, and mtDNA is isolated from these single cells, it is indeed found that each cell carries a unique clonally expanded mtDNA mutation. These types of screens are very labor intensive, but they are the only way to measure the impact of somatic mtDNA mutations on a tissue.

These ground breaking single cell screens were first performed on muscle fibers[52, 107]. As we grow older, our muscle fibers tend to undergo age-related atrophy. This process is accompanied by segmental mitochondrial dysfunction, which can ultimately cause disruption of single fibers. If a dysfunctional muscle fiber is dissected, and mtDNA is isolated from different sections along the fiber, it is invariably found that dysfunctional sections carry a single mtDNA mutation that has clonally expanded to greater than 80-90% of all mtDNA molecules in the dysfunctional section of the fiber (figure 5). Healthy sections of the fiber on the other hand do not carry the mutation.

Similar experiments have been performed on neurons. As we grow older, our neurons tend to lose mitochondrial function, and the most prominent group of neurons to do so, are the dopaminergic neurons found in the substantia nigra[108, 109]. Like muscle fibers, these neurons can be recovered using laser capture micro-dissection, and their mtDNA can be sequenced. When the mtDNA is analyzed of patients with increasing age, it is indeed found that the substantia nigra of older patients carry more mtDNA deletions inside their cells than younger patients[109] (figure 6). Since the substantia nigra is the primary tissue affected by Parkinson’s disease, it is thought that these mtDNA deletions may also play a key role in the etiology of this disease[110].

Besides post-mitotic cells, mtDNA mutations can also affect dividing cells. For instance, mtDNA mutations are frequently found in aging colonic stem cells[111]. Most dividing cells do not require enormous amounts of ATP production though, so that the pathology caused by mtDNA mutations is relatively mild in these cell types. Tumor cells may be an important exception to this rule[112]. In recent years, countless tumors have been tested for mutations in their mitochondrial genome. These screens revealed that human tumors frequently carry clonally expanded mtDNA mutations. Interestingly, these mutations seem to be present in almost every cell of the tumor, suggesting that they either originated in the original cancer stem cell, or were acquired during one of the genetic bottlenecks that define cancer progression. Since then, an important debate has erupted on the role of mtDNA mutations in human cancers. This debate centers around a single question: do mtDNA mutations provide a selective advantage to cancer cells?[112]

Opponents of this idea pointed out that, if it is true that mtDNA mutations induce carcinogenesis, then the offspring of a mouse that carries such mutations should develop tumors as well[113, 114]. However, no bias toward maternal inheritance of carcinogenesis has been reported. The foundation of this hypothesis was further shaken when it was shown that several studies that initially reported the presence of mtDNA mutations in
human cancers[115-118] contained analytic or technical errors[119]. As a result, most researchers started to doubt whether mtDNA mutations had anything to do with carcinogenesis.

However, an unexplored possibility is that mtDNA mutations do not affect the initial oncogenic transformation of a tumor cell, but a later stage of cancer progression. One recent study tested this hypothesis by investigating whether mtDNA mutations control metastasis (Ishikawa, Hayashi, Science, 2008 please insert reference properly!!), the final, and most deadly stage of cancer progression. To do this, the authors of this study replaced the mtDNA of a cell line with low metastatic potential, with the mtDNA of a cell line that has high metastatic potential. They discovered that the metastatic potential of the malignant cell line was transferred to the benign cell line, not with its nDNA, but with its mtDNA. Conversely, if the mtDNA from a benign cell line was placed in the cytoplasm of the malignant cell line, the malignant cell line lost its metastatic potential. Additional analysis then showed that the mtDNA of the malignant cell line contained an mtDNA mutation in the ND6 gene, which increased ROS production. The increased ROS production must have been responsible for the metastatic potential of the cells, because if the malignant cell line was treated with ROS scavengers prior to implantation into mice to test its metastatic potential, the malignant cell line displayed a benign phenotype. This experiment was extremely important for the field for three reasons. First, it explained how mtDNA mutations can be involved in cancer progression without causing oncogenic transformation. Second, it demonstrated how proper mechanistic studies can be conducted in order to probe the role of mtDNA mutations in cancer progression. And third, it provided the first true mechanistic link between mtDNA mutations and metastasis.

**7. Mouse models of mitochondrial mutagenesis**

Because it is currently impossible to transform the mitochondrial genome of mice, it has been difficult to generate mouse models that mimic mitochondrial disease. Despite this frustrating technical limitation, there has actually been tremendous progress in this area over the last decade. During this time, three classes of mouse models have been developed: one class of mouse models was generated to study hereditary mtDNA diseases, a second to study somatic mtDNA diseases, and a third class was generated to study alleles of genes that cause disease in humans.

Of these three mouse models, the most difficult class to develop was a model to study inherited mtDNA mutations. Such a model requires a change to be made to the primary sequence of the mitochondrial genome. To do this, researchers have started using cybrid technology[120, 121]. Cybrid technology allows researchers to generate cells that are cytoplasmic hybrids of each other, or cybrids for short. A typical cybrid is created by fusing an enucleated donor cell, which contains an interesting mtDNA mutation, to an embryonic stem cell that has previously been depleted of its own mitochondrial DNA with ethidium bromide treatment. If the fusion process is successful, the resulting cell line will contain the nDNA of the ES cell and the mtDNA of the donor cell. This cell line can then be injected into
blastocysts and placed in a foster mother to generate mice with an inherited mtDNA mutation.

Although this is technically challenging, the true task is to find a cell line that carries an interesting mtDNA mutation. One way to find such a cell line, is to exposing cells to drugs that interfere with the ETC, and then select for cells that become resistant. For instance, treatments with chloramphenicol[120, 122], antimycin A[123], or rotenone[124] have yielded several cell lines that contain harmful homoplastic mutations in their mtDNA. These mutations can then be moved into the germ line of mice according to the protocol described above. Mice that carry the chloramphenicol resistance mutation for instance, exhibit pathology that is reminiscent of the MELAS syndrome, attesting to the usefulness of this approach.

Other “mito-mice” that have been generated carry either a 4.7kb DNA deletion[125, 126], or point mutations in the ND6, COI, or 16s rRNA gene[18]. These mice exhibit a spectrum of phenotypes that mimic mtDNA diseases and have become valuable tools to understand the natural history of inherited mtDNA mutations. So far, they have helped us understand how mtDNA mutations are transmitted through the germ line, how they are dispersed throughout the organism during development, and how they ultimately cause pathology in mature mice[18, 125]. There were also some surprises though. For instance, patients with large mtDNA deletions typically present with muscle weakness, exercise intolerance, abnormal mitochondria in their skeletal muscle fibers, diabetes, pancreatic dysfunction and hearing loss. However, mice that carry a 4.7 kb deletion have a very different phenotype. They do exhibit respiratory dysfunction in their muscle cells, but suffer no diabetes, hearing loss, exercise intolerance or loss of pancreatic function. Instead, these mice die overwhelmingly of kidney failure, which is not a typical symptom of mitochondrial disease.

A second class of mouse models was developed to study the effect of somatic mtDNA mutations on human health. To do this, researchers increased the somatic mutation rate of mtDNA, by generating error prone versions of DNA polymerase gamma, the enzyme that replicates the mitochondrial genome. DNA polymerase gamma contains a 3’-5’ exonuclease domain, which corrects errors that are made during DNA synthesis, similar to the major DNA polymerases in the nucleus[127]. This proofreading domain can be knocked out with a single point mutation[128, 129], which vastly increases the mitochondrial mutation rate[40]. Numerous mouse models have been generated that express this error prone allele either as a tissue specific transgene[130], or systematically using gene substitution techniques[128, 129]. The most informative model has been the mice that express the error prone polymerase gamma from its native locus. Interestingly, both the heterozygous and homozygous carriers of the error prone allele display enormous increases in mutations. Thus, the error prone allele is partially dominant, which is consistent with previous results in yeast[131, 132]. It was found that homozygous carriers of the error prone allele display a 1000 fold increase in point mutations, whereas heterozygous carriers display a 100 fold increase in mutations[40], which is again comparable to experiments performed in yeast[131, 132]. These mouse models represent an extremely important contribution to the field because they are the first
to directly manipulate the fidelity of the mitochondrial genome in mammals. As a result, they are also the first models to show a true mechanistic link between mtDNA mutations and disease. Interestingly, it was found that the homozygous carriers of the error prone allele suffer from extensive mitochondrial disease, which manifests itself as a premature aging like syndrome. These animals exhibit symptoms of alopecia (loss of fur), kyphosis (arching of the spine), premature deafness, premature blindness, cardiomyopathy, loss of subcutaneous fat, anemia, osteoporosis, loss of fertility and numerous other problems that resemble human aging\[128, 129\]. Partially, these problems are caused by extensive apoptosis, especially in dividing tissues[128]. Whether mitochondrial mutations cause these symptoms normal mice is still being debated. In later experiments it was shown that the heterozygous carriers of the proofreading deficient PolgA allele (which also display increased amounts of point mutations compared to normal mice) do not display overt symptoms of disease, or features of premature aging[40]. However, one important distinction is that, in contrast to the homozygous mice, the heterozygous carriers do not display an increased amount of mtDNA deletions, or aborted replication intermediates[88, 133]. It will be important to further test whether these deletions or the replication intermediates contribute significantly to the phenotype of the homozygous mice with the appropriate tools.

Finally, a third class of mouse models has been developed that carry specific alleles of genes that cause disease in humans. These mutations interfere with the normal function of proteins that are part of the mitochondrial replication fork. This fork consists of four core proteins: the catalytic subunit of DNA polymerase gamma, two accessory subunits, and the mitochondrial helicase Twinkle. Mutations in all these genes are known to cause various neuromuscular diseases, including progressive external opthalmoplegia (PEO), Alpers disease and ataxia neuropathy. Some of the mutations in Twinkle that are known to cause PEO in humans have now been reconstituted in mice[136]. These mouse models have provided us with fantastic new insight into the etiology of adult onset PEO. First, the muscles of these animals faithfully replicate all of the key histological, genetic, and biochemical features of PEO patients. Secondly, these alleles recreate a mitochondrial mutator phenotype by increasing the amount of mtDNA deletions that occur in somatic cells. Importantly, these mtDNA deletions do not result in a premature aging like syndrome, which is powerful evidence against a role for mtDNA deletions in aging. On the other hand though, it should be noted that these mice over-express transgenic copies of Twinkle. As a result, the expression pattern is likely to be mosaic, which may affect the severity of mitochondrial disease in these tissues. Regardless, these mouse models are extremely important successes on the road to battling mitochondrial disease. They provide a new system to test treatment options in, and to study the natural history of diseases that are notoriously difficult to track. As a result, these mouse models are our best to chance to make a difference in the lives of afflicted individuals, and their families. They will eventually illuminate the great unknowns of mitochondrial genetics, and open the door to improved health care and a longer health span, courtesy of mitochondrial medicine.
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1. Introduction

DNA is a dynamic molecule that is constantly damaged and repaired. Major sources of DNA lesions are physical and chemical agents from the environment, intermediates of cellular metabolism, spontaneous chemical reactions of DNA, incorporation of foreign or damaged nucleotides, etc. [1,2]. As a response to DNA damage, essentially all organisms have developed elaborate DNA repair mechanisms to preserve the integrity of their genetic material: reversion, excision or tolerance of a lesion. These mechanisms are largely conserved among prokaryotes and eukaryotes, including human cells [3,4].

Unrepaired DNA lesions may block replication and transcription, potentially leading to cell death, or may give miscoding information, generating mutations. Mutations in germ cells can cause abnormal development of embryo, prenatal death or genetically defective offspring. Somatic mutations and rearrangements in DNA molecule can lead to development of many degenerative disorders including atherosclerosis, autoimmune diseases, Alzheimer’s disease, certain types of diabetes, and aging [5-9]. Moreover, epidemiological studies indicate that many types of cancer are dependent on multiple mutational etiologies, as well as on inherited mutator phenotype [4,10-15]. With the increasing diversity and abundance of DNA damaging agents in the environment, it is very important for human health that active substances from medicinal and aromatic plants possess protective effects against genotoxic agents and under certain conditions could act as antimutagens.
2. Antimutagens

In order to protect human health, a relatively new area of research, designated as antimutagenesis and anticarcinogenesis, is continuously developing. The aim of antimutagenesis studies is to identify natural substances with antigenotoxic and antimutagenic potential and to determine the cellular and molecular mechanisms of their action. Possible application of plant antimutagens is in development of dietary and pharmaceutical supplements useful in primary prevention of mutation related diseases, including cancer.

Different prokaryotic and eukaryotic tests, routinely used to detect environmental mutagens and carcinogens, are suitably adapted for identifying agents with antigenotoxic, antimutagenic and anticarcinogenic potential, as well as for elucidating the mechanisms of their action. Due to rapidity and low costs, bacterial short-term tests are recommended to provide preliminary, but considerable information about cellular mechanisms of antimutagenesis. In combination with mammalian enzymes, they can provide information about the kind of metabolic activation or detoxification that an agent may undergo in vivo. However, for obvious reasons, bacterial short-term tests cannot replace the antimutagenicity/antigenotoxicity studies in mammalian cells and in vivo, in order to identify mechanisms possibly relevant for human protection [16-19].

After several decades of research, antimutagenic effect of many naturally occurring compounds extracted from plants has been well established in bacteria and mammalian cells [20,21]. However, due to diversity of DNA lesions and the complexity of DNA repair pathways it is difficult to identify the processes involved in antimutagenesis. Antimutagens may be effective against single mutagen or a class of mutagens, may act by multiple, sometimes strictly interconnected or partially overlapping mechanisms, may be even mutagenic at certain concentrations or in certain test systems, which implies a discriminative approach in antimutagenesis studies, as well as careful interpretation of the results [22].

According to Kada et al. [23] antimutagens are placed in two major groups: desmutagens and bioantimutagens. Desmutagens are agents which prevent the formation of premutagenic lesions, while bioantimutagens prevent processing of premutagenic lesions into mutations by modulating DNA replication and repair. A revised and updated classification of antimutagens and anticarcinogenesis was given several times by different authors [18,19,24]. The classification took into consideration the multiple phases involved in the pathogenesis of cancer and other mutation related diseases. It analyzed first the inhibition of mutations and of cancer initiation, either extracellularly or inside the cells, and then the mechanisms interfering with promotion, progression, invasion and metastasis. A modified scheme incorporated possible points for intervention in primary, secondary and tertiary prevention.

Extensive search for natural compounds with antimutagenic effect often pointed at terpenes, a class of substances abundantly found in fruits, vegetables, and aromatic and medicinal plants. They are biosynthetically derived from isoprene units (C₅H₈) which may be linked to form monoterpenes (C₁₀), sesquiterpenes (C₁₅), diterpenes (C₂₀), triterpenes (C₃₀), tetraterpenes (C₄₀), and polyterpenes. Terpenes exist as hydrocarbons or have oxygen-
containing substituents, such as hydroxyl, carbonyl, ketone, or aldehyde groups; the latter usually are referred to as terpenoids. Both in vitro tests and epidemiological studies suggest that many dietary monoterpenes (including monoterpenoids) exert antimutagenic properties and could be helpful in the prevention and therapy of cancers [25-27].

The research efforts of our group have been focused on detection of antimutagenic properties of medicinal and aromatic plants of our region. In our initial search we screened crude extracts obtained from plants frequently used in our traditional medicine: sage (*Salvia officinalis* L.), lime-tree (*Tilia cordata* Mill.), mint (*Mentha piperita* L.), nettle (*Urtica dioica* L.), camomile (*Matricaria chamomilla* L.), aloe (*Aloe arborescens* L.), thyme (*Thymus serpyllum* L.), St. John’s wort (*Hypericum perforatum* L.) and sweet basil (*Ocimum basilicum* L.). Analysis of the obtained data showed heterogeneous responses, depending on the extract, concentration applied, genetic background and end-point monitored. Comparison of obtained data promoted St. John’s wort, mint, sweet basil and sage as potential source of antimutagens [28]. In further study, we focused our attention on antimutagenic effect of sage and sweet basil.

3. Medical properties of sage and basil

*Salvia* and *Ocimum* are genera of the family Lamiaceae consisting of about 900 and 35 species, respectively. *S. officinalis* and *O. basilicum* are employed as folklore remedy for a wide spectrum of ailments in many traditional medicines, including ours. Furthermore, the latter is irreplaceable spice of many national cuisines. Numerous biological activities of different extracts of *Salvia* and *Ocimum* species have been described, including antimicrobial, anti-inflammatory, antioxidative, antidiarrheal, blood-sugar lowering, immunomodulatory, a nervous system stimulatory, spasmyloytic, and cholinergic binding [29-40]. Several reports also indicate antigenotoxic and chemopreventive activities of different extracts from *Salvia* and *Ocimum* species [41-45].

4. The strategy and assays for antimutagenesis study

In order to investigate the antimutagenic potential of plant extracts, we constructed and validated a new *Escherichia coli* K12 assay system, specially designed for detection of antimutagens and elucidation of molecular mechanisms of antimutagenesis [46,47]. We used this assay along with appropriately modified standard mutagenicity tests (*Salmonella*/microsome, *E. coli* WP2 and *S. cerevisiae* D7), to determine the antimutagenic potential, and applied comet assay for measuring the effect of antimutagen on mutagen induced DNA damage and repair. In all tests antimutagenic potential was determined in the range of non-toxic concentrations.

4.1. *E. coli* assay for bioantimutagens

The bacterial assay is composed of four tests measuring different end-points at the DNA level: spontaneous and induced mutagenesis in different genetic backgrounds, SOS induction and homologous recombination. To evaluate the effect on spontaneous and
induced mutagenesis we first use reversion test on repair proficient strain SY252, constructed in our laboratory (Table 1). The strain contains an ochre mutation in the \textit{argE3} gene, which can revert to prototrophy by base substitutions at the site of mutation or at specific suppressor loci [48]. We initially chose UV-irradiation (254 nm) to induce mutations for several reasons: (i) it mainly induces base substitutions [49] which can be detected in SY252; (ii) it shares cellular mechanisms of mutation avoidance (nucleotide excision and post-replication recombination repair) and mutation fixation (translesion error-prone replication mediated by SOS regulated UmuD’C complex) with many chemical mutagens and carcinogens [50,51] (iii) possible chemical interaction between mutagen and antimutagen is prevented, which is essential for detection of bioantimutagens. UV-mimetic mutagen 4-nitroquinoline-1-oxide (4NQO) [52,53] was recently used to provide comparison with the results obtained with UV. The possibility for chemical interaction between 4NQO and antimutagen was avoided in experimental procedure.

Since nucleotide excision repair (NER) is the major error-free pathway involved in repair of pyrimidine dimers and bulky DNA lesions such as 4NQO-DNA adducts [54], we also analyze potential of antimutagen to reduce mutagenesis in NER deficient \textit{uvrA} counterpart of SY252. Comparison of results obtained in repair proficient and NER deficient strains indicates if observed antimutagenic effect involves increased capacity for NER.

<table>
<thead>
<tr>
<th>Strain</th>
<th>Relevant marker</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>\textit{E. coli K12}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SY252</td>
<td>\textit{argE3}</td>
<td>[55]</td>
</tr>
<tr>
<td>IB101</td>
<td>SY252 mutH471::Tn5</td>
<td>[46]</td>
</tr>
<tr>
<td>IB103</td>
<td>SY252 mutS215::Tn10</td>
<td>[46]</td>
</tr>
<tr>
<td>IB105</td>
<td>SY252 \textit{uvrA}::Tn10</td>
<td>[56]</td>
</tr>
<tr>
<td>IB106</td>
<td>SY252 \textit{mutT}::Tn5</td>
<td>[57]</td>
</tr>
<tr>
<td>IB111</td>
<td>SY252 [\textit{λ}(\textit{sfiA}::\textit{lacZ})\textit{cin1}] \textit{PHOC}</td>
<td>[56]</td>
</tr>
<tr>
<td>IB127</td>
<td>IB111 \textit{uvrA}::Tn10</td>
<td>[58]</td>
</tr>
<tr>
<td>IB122</td>
<td>SY252/pAJ47</td>
<td>[57]</td>
</tr>
<tr>
<td>IB123</td>
<td>IB101/pAJ47</td>
<td>[57]</td>
</tr>
<tr>
<td>GY7066</td>
<td>\textit{lacMS286 Φ80dIII\textit{lacBK1 ΔrecA306 srl}::Tn10}</td>
<td>[59]</td>
</tr>
<tr>
<td>GY8281</td>
<td>GY7066/\textit{miniFrecA}+</td>
<td>[59]</td>
</tr>
<tr>
<td>GY8252</td>
<td>GY7066/\textit{miniFrecA}730</td>
<td>[59]</td>
</tr>
<tr>
<td>\textit{S. typhimurium}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TA98</td>
<td>\textit{hisD3052 rfa ΔuvrB}/pKM101</td>
<td>[60]</td>
</tr>
</tbody>
</table>
Table 1. Tester strains

<table>
<thead>
<tr>
<th>Strain</th>
<th>Relevant marker</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>TA100</td>
<td>hisG46 rfa ΔuvrB/pKM101</td>
<td>[60]</td>
</tr>
<tr>
<td>TA102</td>
<td>hisG428 rfa/pKM101 pAQ1 E. coli B/r WP2</td>
<td>[60]</td>
</tr>
<tr>
<td>IC185</td>
<td>trpE65</td>
<td>[61]</td>
</tr>
<tr>
<td>IC202</td>
<td>IC185 ΔoxyR/pKM101 S. cerevisiae</td>
<td>[61]</td>
</tr>
<tr>
<td>D7</td>
<td>ade2-40/119 trp5-12/27 ilv1-92/92</td>
<td>[62]</td>
</tr>
<tr>
<td>3A</td>
<td>a/α gal1 leu2 ura3-52</td>
<td>[63]</td>
</tr>
</tbody>
</table>

Table 1. Tester strains

To amplify the sensitivity of detection of spontaneous mutations, the isogenic mismatch repair (MMR) deficient strains, with increased frequency of spontaneous reversions were constructed and included in the assay. Due to deficiency in correcting replication errors, these strains can be used to detect agents affecting the fidelity of DNA replication.

To measure the level of SOS induction, which corresponds to the induction of mutagenic SOS repair [64], the repair proficient strain SY252 and NER deficient counterpart were lysogenized with non-inducible λ phage carrying sfiA::lacZ fusion. Since sfiA is under SOS regulation, the level of β-galactosidase in these strains reflects the level of SOS induction [65]. Both strains are constitutive for alkaline phosphatase, allowing simultaneous assessment of SOS induction and overall protein synthesis [56, 58].

To measure homologous recombination, we use the strains with two non-overlapping deletions in duplicated lac operon, in which intrachromosomal recombination results in the formation of Lac+ recombinants [66]. The strains carry different recA alleles and thus have different capacities for both recombination and SOS induction [59]. Strain GY8281 (recA+) is recombination proficient, and an increased amount of activated RecA protein is formed only after DNA damaging treatments. On the contrary, strain GY8252 (recA730) is partially recombination deficient, but constitutive for SOS induction [67,68]. In this strain an increased level of activated RecA protein exists in the absence of DNA damaging treatments.

4.2. *E. coli* assay for desmutagens

A wide variety of compounds with antioxidative activity (vitamins, phenolic compounds, flavonoids, terpenes, etc.), have been shown to possess inhibitory or modulating effects on environmental mutagens and carcinogens. Natural antioxidants and their metabolites can modulate the mutagenesis and the initiation step in carcinogenesis by several desmutagenic mechanisms, such as scavenging of reactive oxygen species (ROS), inhibition of certain enzymes involved in the metabolic transformation, or inhibition of mutagen binding to DNA [69]. Antioxidants may also interfere with tumor promotion and progression by virtue of their multiple biological properties.
In order to identify antimutagens with antioxidative properties, we modified our *E. coli* K12 assay for bioantimutagens. In repair proficient strain SY252 mutations are induced by *t*-butyl hydroperoxide (*t*-BOOH), a latent donor of ROS, which promotes oxidative damage of DNA [70]. Since DNA damage induced by *t*-BOOH cause both transitions and transversions of AT base pairs, it can be used to increase *argE3* → Arg⁺ reversions. The *mutT* strain was constructed for the assay in order to evaluate protective capacity of antioxidants against formation of oxidatively damaged bases in the cell pool [57]. Due to deficiency in removing 8-oxo-G, *mutT* strains have high frequency of A:8-oxo-G mispairs and show increased level of spontaneous AT→CG transversions [71]. During validation of the test we determined that the frequency of *argE3* → Arg⁺ reversions is significantly increased in IB106 strain [47]. Since MMR is additionally involved in the repair of mispairs between normal and oxidized bases [72], MMR deficient strains from the assay for bioantimutagens are also included.

Considering that microsatellite instability (MSI) could be induced by oxidative DNA damage, by MMR deficiency or in many forms of cancer [73-75], we also designed the test for detection of MSI. The repair proficient and MMR deficient strains were transformed with the low copy number plasmid pAJ47 (Table 1). This plasmid contains dinucleotide repeats (CA)₁₁ placed out-of-frame within the coding region of β-lactamase gene. Cells harbouring plasmid are sensitive to β-lactam antibiotics, such as carbenicillin. Microsatellite sequence is a +2 frame construct and the mutation that restores the reading frame and provides resistance to carbenicillin is a 2 bp deletion. Repair-proficient strain is used for screening of *t*-BOOH-induced MSI, while *mutH* strain is used for monitoring of spontaneous MSI [57].

### 4.3. Other reversion tests

Preliminary screening of plant extracts included evaluation of possible mutagenic effects by standard *Salmonella* /microsome (Ames) test, recommended by OECD [76]. The mutagenicity was determined in strains TA98, TA100 and TA102 (Table 1) in plate incorporation assay [60]. For evaluation of antimutagenic effect, the tester strain and the mutagen were selected according to the mutational event monitored.

WP2 mutagenicity test, especially recommended for monitoring of oxidative mutagenesis [76], is used along with *E. coli* K12 assay to detect antimutagenic potential of plant extracts based on antioxidative properties. Test is performed on both OxyR proficient IC185 and OxyR deficient IC202 strains [61]. The OxyR protein is a redox-sensitive transcriptional activator of genes encoding antioxidative enzymes: catalase-hydroperoxidase I, alkyl hydroperoxide reductase and glutathione reductase [77]. Mutants in *oxyR* are deficient in inducible expression of antioxidant enzymes and thus very sensitive for detection of oxidative mutagens and antimutagenic effect of antioxidants. Comparison of results obtained in OxyR⁺ and OxyR⁻ strains indicates if observed antimutagenic effect is based on antioxidative properties.

To obtain preliminary information about mutagenic and antimutagenic potential of plant extracts in eukaryotic cells we used the *S. cerevisiae* diploid strain D7 [62], which permits simultaneous evaluation of point mutations (*ilv1-92*→*Ilv⁺*), mitotic crossing over (*ade2*→*Ade⁺*) and mitotic gene conversion (*trp5*→*Trp⁺*).
4.4. Comet assay – direct monitoring of DNA damage

The alkaline comet assay was used in order to monitor the effect of plant extracts on formation and repair of DNA lesions induced by a mutagen. The comet assay or single-cell gel electrophoresis (SCGE) is a simple method for measuring DNA strand breaks, mostly in eukaryotic cells. It has become one of the standard methods for assessing DNA damage and found applications in different fields including genotoxicity/antigenotoxicity testing, human biomonitoring and molecular epidemiology, ecogenotoxicology, as well in fundamental research of DNA repair [78]. The assay was performed on repair proficient Vero cells, originated from the kidney of African green monkey (ECACC No: 88020401), and on two human cell lines: hepatoma HepG2 (ATCC HB-8065) and B lymphoid NC-NC cells (DSMZ ACC120). We also used the modified version of alkaline comet assay on *S. cerevisiae* 3A strain, designed by Miloshev et al. [63].

5. Antimutagenic potential of sage

Given the possibility to obtain large quantities of chemically characterized extracts from different varieties of sage, we focused our research on this plant. We screened the fractionated extracts of two varieties of sage. Wild sage originated from Pelješac, Croatia, while cultivated sage (variety D-70) was selected and grown at the Institute for Hop, Sorghum and Medicinal Plants, Bački Petrovac, Serbia. The most striking difference between the two plants is the composition of essential oils (EO). While both plants contain α+β Thujone (Thu), Camphor (Cam) is present only in traces in the wild sage, whereas it represents 1/5 of the monoterpenes in variety D-70 [79]. Extract 1 (E1) was prepared from the cultivated sage, collected during the flowering period, dried and subjected to ethanolic extraction as the whole herb. Extract 2 (E2) was prepared from the same herb as Extracts 1, but it was steam distilled prior to ethanolic extraction to remove EO. Extract 3 (E3) was prepared from the wild sage, treated in the same way as Extract 1. All extracts (E1-E3) were re-extracted by CO₂ at different pressure (200, 300, 400, 500 bar), resulting in the extracts (E/2-E/5) with high content of terpenes. The extracts obtained at low CO₂ pressure (200, 300 bar) contained mainly monoterpenes, while extraction at higher CO₂ pressure resulted in the increase of relative proportion of high molecular weight terpenes. Preliminary determination of antioxidative properties, performed with lipid peroxidation test, indicated significant antioxidative activity of the extracts obtained at high CO₂ pressure, which was attributed to diterpenes, such as 6-methyl-ether-γ-lactone carnosic acid and rosmanol-9-ethyl ether [79,80].

5.1. Desmutagenic potential of sage extracts

Protective effect of sage extracts against spontaneous and ethidium bromide (EtBr)-induced mutagenesis was monitored in *E. coli* K12 mutT and *S. typhimurium* TA98 strains, respectively [81]. The results showed that extracts of cultivated sage obtained at 500 bar (E1/5 and E2/5) exerted significant antimutagenic effect (Figure 1), indicating high molecular weight terpenes as active substances. The most effective extract E2/5, containing mainly
rosmanol-9-ethyl ether (40%), was further investigated in order to elucidate the molecular mechanism of antimutagenicity. Different experimental procedures were applied: A – co-incubation of mutagen, extract and S9 fraction, followed by addition of bacteria and plating; B – pre-incubation of mutagen and S9, followed by addition of the extract, incubation, and final addition of bacteria and plating; C – pre-incubation of mutagen, S9 and bacteria, followed by removal of mutagen and S9, addition of the extract, and plating. The strongest inhibition was obtained when the mutagen and E2/5 were pre-incubated with S9 (procedure A), indicating that the main antimutagenic mechanism was inhibition of metabolic activation of EtBr. Extract E2/5 also moderately reduced spontaneous mutations (37%) in mutT strain.

Figure 1. Effect of sage extracts against EtBr–induced mutagenesis in TA98 strain

5.2. Bioantimutagenic potential of sage

Bioantimutagenic potential of sage was evaluated in E. coli K12 reversion assay by monitoring the effect of the extracts E1/3, E2/3 and E3/3 against UV-induced mutagenesis. The most interesting results were obtained with extract of cultivated sage E1/3 which strongly reduced UV-induced mutagenesis (60%) in repair proficient strain SY252, while no inhibition of mutagenesis was detected with extracts E2/3 and E3/3. Taking into consideration the extracts content, this result indicated the role of volatile terpenes from EO, especially Cam, in observed bioantimutagenic influence [82].

In the comparative study [22] monoterpenes-rich extracts of sage D-70 (EO, E1/2, E1/3) produced a significant antimutagenic response against UV-induced mutagenesis in repair proficient strain SY252 (Figure 2). The analysis of molecular mechanisms indicated no potential of the extracts to reduce spontaneous mutagenesis in IB103 (mutS) strain, as well as no inhibition of mutagenic SOS repair in IB111. However, EO and extracts stimulated UV-induced recombination in both GY8281 (recA+) and GY8252 (recA730) strains. In addition, inhibition of UV-induced mutagenesis by E1/3 was significantly decreased by uvrA mutation, indicating the participation of both NER and recombination in the protection mechanisms.
Additional evidence for bioantimutagenic effect of sage monoterpenes came from the study of EO of sage grown for industrial purposes by the Institute for Medicinal Plant Research “Dr. Josif Pančić”, Belgrade, Serbia [83]. In contrast to wild sage and D-70 [79], this variety contains Eucalyptol (Euc, 1,8-cineole) in addition to Thu and Cam (Table 2). EO was fractionated by vacuum rectification to yield 5 fractions (F1-F5). The composition of EO and fractions was determined using analytical GC/FID and GC/MS techniques and Wiley/NBS library of mass spectra [84]. Fractions F1 and F2 contain exclusively monoterpenes, fractions F3 and F4 lack some of the monoterpenes and contain small proportion of sesquiterpenes, while fraction F5 contains about 40% of sesquiterpenes, the most abundant being α-humulene (Table 2).

<table>
<thead>
<tr>
<th>Constituent</th>
<th>EO</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
<th>F5</th>
</tr>
</thead>
<tbody>
<tr>
<td>cis-Salven</td>
<td>0.518</td>
<td>0.134</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tricyclen</td>
<td>0.123</td>
<td>0.146</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>α-Thujene</td>
<td>0.178</td>
<td>0.100</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>α-Pinene</td>
<td>5.059</td>
<td>5.194</td>
<td>0.620</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Camphene</td>
<td>3.683</td>
<td>6.017</td>
<td>1.361</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sabinene</td>
<td>0.124</td>
<td>0.134</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>β-Pinene</td>
<td>2.717</td>
<td>3.429</td>
<td>0.962</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Myrcene</td>
<td>0.874</td>
<td>0.295</td>
<td>0.042</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>α-Felandren</td>
<td>0.062</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>α-Terpinene</td>
<td>0.225</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p-Cymene</td>
<td>0.460</td>
<td>1.423</td>
<td>1.342</td>
<td>0.611</td>
<td>0.102</td>
<td></td>
</tr>
<tr>
<td>Limonene</td>
<td>1.224</td>
<td>1.235</td>
<td>0.667</td>
<td>0.325</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eucalyptol</td>
<td>14.425</td>
<td>31.661</td>
<td>21.864</td>
<td>4.853</td>
<td>0.475</td>
<td></td>
</tr>
<tr>
<td>β-Ocimene</td>
<td>0.032</td>
<td>0.023</td>
<td>0.058</td>
<td>0.039</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constituent</td>
<td>EO</td>
<td>F1</td>
<td>F2</td>
<td>F3</td>
<td>F4</td>
<td>F5</td>
</tr>
<tr>
<td>-----------------------------------</td>
<td>------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td>γ-Terpinene</td>
<td>0.391</td>
<td>0.101</td>
<td>0.144</td>
<td>0.236</td>
<td></td>
<td></td>
</tr>
<tr>
<td>cis-Sabinene-hydrate</td>
<td>0.114</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cis-Linalol-oxide</td>
<td>0.069</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Terpinolene</td>
<td>0.262</td>
<td>0.095</td>
<td>0.135</td>
<td>0.125</td>
<td>0.924</td>
<td></td>
</tr>
<tr>
<td>trans-Sabinene-hydrate</td>
<td>0.501</td>
<td>0.824</td>
<td>0.484</td>
<td>0.489</td>
<td>1.112</td>
<td></td>
</tr>
<tr>
<td>α-Thujone</td>
<td>37.516</td>
<td>29.656</td>
<td>48.233</td>
<td>61.512</td>
<td>57.335</td>
<td>11.267</td>
</tr>
<tr>
<td>trans-Pinocamphon</td>
<td>0.461</td>
<td></td>
<td></td>
<td>0.364</td>
<td>0.545</td>
<td></td>
</tr>
<tr>
<td>Borneol</td>
<td>0.753</td>
<td>0.903</td>
<td>0.509</td>
<td>1.200</td>
<td>4.227</td>
<td></td>
</tr>
<tr>
<td>cis-Pinocamphon</td>
<td>0.033</td>
<td></td>
<td>0.033</td>
<td>0.111</td>
<td>0.160</td>
<td></td>
</tr>
<tr>
<td>Terpin-4-ol</td>
<td>0.351</td>
<td></td>
<td>0.155</td>
<td>0.337</td>
<td>0.997</td>
<td></td>
</tr>
<tr>
<td>p-Cimene-8-ol</td>
<td>0.025</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>α-Terpinol</td>
<td>0.117</td>
<td></td>
<td>0.201</td>
<td>0.324</td>
<td>0.391</td>
<td></td>
</tr>
<tr>
<td>Mirtenal</td>
<td>0.208</td>
<td></td>
<td></td>
<td></td>
<td>0.236</td>
<td></td>
</tr>
<tr>
<td>Bornylacetate</td>
<td>0.391</td>
<td>0.508</td>
<td>0.197</td>
<td>0.425</td>
<td>1.777</td>
<td></td>
</tr>
<tr>
<td>trans-Sabinilacetate</td>
<td>0.099</td>
<td></td>
<td>0.209</td>
<td>0.048</td>
<td></td>
<td></td>
</tr>
<tr>
<td>α-Kubeben</td>
<td>0.029</td>
<td></td>
<td></td>
<td></td>
<td>0.048</td>
<td></td>
</tr>
<tr>
<td>β-Burbonen</td>
<td>0.058</td>
<td></td>
<td></td>
<td>0.136</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caryophyllene</td>
<td>1.824</td>
<td>0.185</td>
<td>0.454</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>α-Humulene</td>
<td>4.994</td>
<td>2.39</td>
<td>0.586</td>
<td>29.852</td>
<td></td>
<td></td>
</tr>
<tr>
<td>allo-Aromadendren</td>
<td>0.085</td>
<td></td>
<td></td>
<td></td>
<td>0.053</td>
<td></td>
</tr>
<tr>
<td>γ-Murolen</td>
<td>0.053</td>
<td></td>
<td></td>
<td></td>
<td>0.054</td>
<td></td>
</tr>
<tr>
<td>Viridiflorene</td>
<td>0.109</td>
<td></td>
<td></td>
<td>0.054</td>
<td></td>
<td></td>
</tr>
<tr>
<td>γ-Cadinene</td>
<td>0.031</td>
<td></td>
<td></td>
<td>0.054</td>
<td>0.054</td>
<td></td>
</tr>
<tr>
<td>δ-Cadinene</td>
<td>0.066</td>
<td></td>
<td></td>
<td></td>
<td>0.054</td>
<td></td>
</tr>
<tr>
<td>Caryophyllene-oxide</td>
<td>0.099</td>
<td></td>
<td></td>
<td></td>
<td>0.054</td>
<td></td>
</tr>
<tr>
<td>Viridiflorol</td>
<td>1.371</td>
<td></td>
<td></td>
<td></td>
<td>0.054</td>
<td></td>
</tr>
<tr>
<td>Humulene-epoxide</td>
<td>0.340</td>
<td></td>
<td></td>
<td>0.054</td>
<td>0.054</td>
<td></td>
</tr>
<tr>
<td>Manool</td>
<td>0.277</td>
<td></td>
<td></td>
<td>0.054</td>
<td>0.054</td>
<td></td>
</tr>
<tr>
<td>Identified in total</td>
<td>98.762</td>
<td>93.172</td>
<td>95.058</td>
<td>99.293</td>
<td>99.205</td>
<td>88.315</td>
</tr>
</tbody>
</table>

Sage was cultivated by the Institute for Medicinal Plant Research “Dr. Josif Pančić”, Belgrade, Serbia. EO was prepared according to Ph. Jug. IV and ISO 9909 and analyzed by GC/FID and GC/MS.

**Table 2. Composition of essential oil of sage and its fractions (% m/m)**

A comparative study of bioantimutagenic potential of sage EO and fractions was performed in *E. coli* K12, *Salmonella/microsome* and *S. cerevisiae* reversion assays [85]. The summarized effects against UV-induced mutagenesis in strains SY252, TA102 and D7 are presented in Figure 3. In all test organisms protective effect was obtained with EO and fractions containing only monoterpens (F1 and F2). Fractions F3 and F4 were bioantimutagenic depending on the test organism, while fraction F5 was ineffective. The results confirmed bioantimutagenic potential of monoterpens and pointed at Thu, Euc and Cam as candidates for further bioantimutagenesis study.
Figure 3. Antimutagenic effect of sage EO and fractions against UV-induced mutagenesis

6. Antimutagenic potential of basil

Sweet basil is well known for its antioxidative properties, but its antigenotoxic potential has not been extensively investigated. In order to monitor desmutagenic and bioantimutagenic potential of sweet basil, EO and its dominant component Linalool (Lin) were screened in *E. coli* reversion assays. The EO was prepared from the plant cultivated by the Institute for Medicinal Plant Research “Dr. Josif Pančić”, Belgrade, Serbia. The GC/FID and GC/MS analyses of the oil confirmed the high content of Lin (69.2%, Table 3).

<table>
<thead>
<tr>
<th>Constituent</th>
<th>% (m/m)</th>
<th>Constituent</th>
<th>% (m/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>α-Terpinene</td>
<td>0.005</td>
<td>α-Murolene</td>
<td>0.090</td>
</tr>
<tr>
<td>Camphene</td>
<td>0.006</td>
<td>Naphthalene</td>
<td>0.270</td>
</tr>
<tr>
<td>α-Pinene</td>
<td>0.100</td>
<td>α-Copaen</td>
<td>0.400</td>
</tr>
<tr>
<td>β-Myrcene</td>
<td>0.300</td>
<td>α-Humulene</td>
<td>0.500</td>
</tr>
<tr>
<td>Limonene</td>
<td>0.900</td>
<td>β-Caryophyllene</td>
<td>0.560</td>
</tr>
<tr>
<td>p-Cimen-8-ol</td>
<td>0.025</td>
<td>Zingiberene</td>
<td>0.600</td>
</tr>
<tr>
<td>Terpinen-4-ol</td>
<td>0.040</td>
<td>β-Elemene</td>
<td>0.800</td>
</tr>
<tr>
<td>Carvone</td>
<td>0.060</td>
<td>α-Bergamotene</td>
<td>1.020</td>
</tr>
<tr>
<td>trans-β-Ocimene</td>
<td>0.100</td>
<td>β-Selinene</td>
<td>1.040</td>
</tr>
<tr>
<td>endo-Borneol</td>
<td>0.270</td>
<td>α-Guaiene</td>
<td>1.110</td>
</tr>
<tr>
<td>endo-Bornylacetate</td>
<td>0.300</td>
<td>δ-Cadinene</td>
<td>1.130</td>
</tr>
<tr>
<td>Camphor</td>
<td>0.300</td>
<td>α-Selinene</td>
<td>1.670</td>
</tr>
<tr>
<td>Nerol</td>
<td>0.400</td>
<td>δ-Guaiene</td>
<td>2.100</td>
</tr>
<tr>
<td>cis-β-Ocimene</td>
<td>0.400</td>
<td>γ-Cadinene</td>
<td>2.500</td>
</tr>
</tbody>
</table>
Table 3. Composition of essential oil of basil (Ocimum basilicum L.)

6.1. Desmutagenic potential of basil

The desmutagenic effect of EO of basil and Lin was monitored in E. coli K12 assay system with t-BOOH as a mutagen. Strong reduction was observed in repair proficient SY252 for both EO and Lin (Figure 4). Moreover, the spontaneous base substitutions in MMR deficient strain IB101 (mutH) were slightly decreased by EO, and moderately by Lin. Both basil derivatives also moderately decreased t-BOOH-induced MSI in repair proficient strain IB122 and spontaneous MSI in its MMR deficient counterpart IB123 (mutH). Antimutagenic potential determined in all tests was tentatively attributed to antioxidative properties and indicated Lin as principal active substance. The confirmation of proposed mechanism was obtained in oxyR deficient IC202 strain, where reduction of t-BOOH-induced mutagenesis was 72% and 70%, for EO and Lin, respectively [86].
6.2. Bioantimutagenic potential of basil

The bioantimutagenic effect of EO and Lin against UV-induced mutagenesis was investigated in repair proficient and NER deficient strains of *E. coli* K12 assay [56]. Both basil derivatives reduced UV-induced mutagenesis only in repair proficient SY252, but not in NER deficient IB105 strain (Figure 5), suggesting potential of basil to modulate NER. No reduction of spontaneous mutagenesis was detected, even in the strain with increased sensitivity (*mutS*). However, Berić et al. [86] reported the inhibition of spontaneous mutagenesis in isogenic *mutH* strain. Similar discrepancy between responses obtained in different MMR mutants was already noted by Vuković-Gačić and Simić [28].

![Figure 5. Bioantimutagenic effect of basil derivatives](image)

In the further study EO and Lin showed inhibitory effect on SOS induction. Moreover, they stimulated spontaneous and UV-induced recombination only in strain GY8281 constitutively expressing RecA protein. Both effects were probably caused by inhibition of protein synthesis, as determined by comparing the inhibition of the levels of β-galactosidase and alkaline phosphatase in IB111 strain. Moreover, basil derivatives also decreased the growth rate. Based on all obtained results, we proposed that, by retaining bacterial growth and cell divisions, EO and Lin increased the time for error free repair of pyrimidine dimers by NER.

All obtained data directed our further study to investigation of antimutagenic and antigenotoxic potential of pure monoterpenes from sage and basil: Thu, Cam, Euc and Lin. An acyclic monoterpene Myrcene (Myr), widely distributed in many other medicinal and aromatic plants, was also included in the study.

7. Desmutagenic potential of linalool, myrcene and eucalyptol

Protective effect against oxidative DNA damage and mutagenesis was determined for Lin, Myr and Euc, since their antioxidative potential has been confirmed by TBA assay [87]. All tested monoterpenes slightly reduced \( t\)-BOOH-induced mutagenesis in strains SY252 and
IC185 (Figure 6). The obtained results indicated that the protective effect of antioxidant monoterpenes was low in the strains proficient in induction of antioxidative enzymes, presumably due to efficient antioxidative defense.

To increase the sensitivity of the assay, the strain deficient in the induction of antioxidative enzymes (IC202 oxyR) was included in the study. In this strain Lin and Myr strongly reduced t-BOOH-induced mutagenesis, while the effect of Euc was significantly lower. The suppression of mutagenesis by monoterpenes correlated with their antioxidative properties. Euc also decreased spontaneous mutations in IC202, indicating additional mechanisms of antimutagenesis [88].

![Figure 6. Antimutagenic effect of monoterpenes against t-BOOH-induced mutagenesis](image-url)

Protective capacity of Lin, Myr and Euc against oxidative DNA damage was determined in human hepatoma HepG2 and human B lymphoid NC-NC cell lines by alkaline comet assay [87]. Experiments were performed in two experimental protocols, (i) co-treatment of cells with genotoxic agent (t-BOOH) and monoterpane, which tested the ability of the monoterpenes to directly scavenge ROS and (ii) a 20h pre-treatment with monoterpane followed by co-treatment (pre+co-treatment) which, in addition to direct scavenging activity, allows accumulation of monoterpenes in the cell and induction of enzymatic and non-enzymatic cellular antioxidants and detoxifying (Phase II) enzymes.

The results obtained in co-treatment experiments indicated that all three monoterpenes showed protective effect in NC-NC cells, while only Myr exerted weak protection in HepG2 cells (Figure 7). The different response obtained in two cell lines could be tentatively ascribed to the differences in absorption rates caused by different culturing conditions: while HepG2 cells were growing as monolayer, NC-NC cells were growing in suspension and were consequently more exposed to monoterpenes. In line with this presumption is the result obtained in preliminary testing of toxicity: all monoterpenes were more toxic to NC-NC cells. Lazarova et al. [89] reported that hepatocytes possess
better antioxidative defense than lymphocytes. Therefore, we could conclude that stronger protective effect was obtained in cells with reduced antioxidative capacity, similarly as in bacteria.

**Figure 7.** Antigenotoxic effect of monoterpenes against t-BOOH-induced genotoxicity

The results of pre+co-treatment experiments showed that Lin and Euc reduced t-BOOH-induced genotoxicity in both cell lines, while Myr was effective only in NC-NC cells. Since HepG2 cells retained the activities of many enzymes involved in metabolic transformation of xenobiotics, including monoterpenes [90-96], we proposed that metabolic transformation was responsible for the loss of the protective effect of Myr and reduced protective effect of Lin obtained in this cell line. Consistent with this explanation are our unpublished data that in bacteria treated with t-BOOH the presence of microsomal enzymes (S9) significantly reduced antimutagenicity of Lin and diminished antimutagenicity of Myr.

Protective effect of Lin in eukaryotic cells was also reported by Berić et al. [86]. In the comet assay performed on *S. cerevisiae* 3A diploid strain, Lin significantly reduced H₂O₂-induced DNA damage. Stronger protection was obtained in pre-treated (70% inhibition), than in co-treated cells (50% inhibition), indicating that in addition to direct scavenging of ROS, other protective mechanisms, such as accumulation of Lin in the cells, and/or elevation of cellular antioxidative defense, were also included.

### 8. Bioantimutagenic potential of camphor, eucalyptol and thujone

Preliminary screening of bioantimutagenic potential of Cam, Euc, Thu, Lin and Myr, performed in *E. coli* K12 repair proficient strain, indicated that UV-induced mutagenesis was strongly reduced with Cam, Euc and Thu [97], moderately reduced with Lin [56], while no protective effect of Myr was detected [88]. In order to elucidate the mechanisms involved in strong bioantimutagenic potential of Cam, Euc and Thu, we further analyzed their effect on DNA repair processes [58].

Using the *E. coli* K12 repair proficient strain, we showed that Cam, Euc and Thu, in addition to UV, significantly reduced mutagenesis induced by UV-mimetic 4NQO. Moreover, the extent of mutagenesis inhibition was similar as with UV (Figure 8). In IB105 (*uvrA*) strain protective effect of monoterpenes against both mutagens was diminished, indicating that NER proficiency is necessary for bioantimutagenic activity of Cam, Euc and Thu.
Experiments in repair proficient IB111 and NER deficient IB127 strain showed that in both strains UV-induced levels of β-galactosidase were higher and persisted longer in cultures with Cam. Euc also maintained induced levels of β-galactosidase longer than in corresponding controls, but due to inhibition of protein synthesis they were slightly lower than in the control ones. Since SOS induction in *E. coli* increases the efficiency of NER [98], obtained results indicated that increased induction of NER could be involved in antimutagenic effect of Cam and Euc.

On the contrary, the kinetics of UV-induced SOS response was not affected by Thu, but it significantly decreased the levels of β-galactosidase and the growth rate of both strains. These effects were attributed to inhibition of protein synthesis [58]. According to obtained results we proposed that, by retaining bacterial growth and cell divisions, Thu increased the time for error free repair of pyrimidine dimers by NER, similarly as Lin. Consistent with the effect on protein synthesis, stimulation of homologous recombination by Thu and Euc was observed only in strain with constitutive expression of RecA (*recA*730) protein, while Cam was additionally effective in *recA*+ strain (Figure 9).

The effect of monoterpenes on the repair of 4NQO-induced DNA damage was also monitored with comet test on repair proficient Vero cell line. Obtained results showed that in cells pre-treated with 4NQO incubation with low doses of monoterpenes resulted in significant reduction of tail moment compared with control, indicating more efficient repair of 4NQO-induced DNA lesions (Figure 10A).
A common feature of Cam, Euc and Thu was that the mutagenicity and genotoxicity were not reduced in a dose-dependent manner. On the contrary, U-shaped concentration-response curves were obtained (Figure 10). This type of response is usually interpreted as indication of mutagenicity/genotoxicity at higher concentrations of the agent. In bacteria we did not detect mutagenic effect of Cam, Euc and Thu in repair proficient strain in the range of tested concentrations. Moreover, none of the monoterpenes alone could induce SOS response. However, Thu slightly increased spontaneous mutagenesis in  uvrA mutant. In addition, indication of co-mutagenic effect of all three monoterpenes was observed. Moreover, slower fading of SOS response obtained with Cam and Euc, and stimulation of homologous recombination by all three monoterpenes alone also indicated possible genotoxicity.

In order to determine if monoterpenes could induce DNA lesions, in further work we applied higher doses and evaluated their genotoxicity in the comet assay. Obtained results showed that applied doses induced DNA lesions, providing direct confirmation of genotoxicity of Cam, Euc and Thu (Figure 11). The genotoxicity of high concentrations of Lin was previously determined in comet assay on yeast cells [86].

Taken together, our results led us to propose that, by making a small amount of DNA lesions, low concentrations of monoterpenes stimulated error-free DNA repair (mainly NER), and therefore reduced genotoxicity induced by UV or 4NQO. The results fitted in hormesis phenomenon, defined as beneficial response to a low dose of a stressor agent [99]. Hormesis is now generally accepted as a real and reproducible biological phenomenon, being highly generalized and independent of biological model, end-point measured and chemical/physical stressor applied [100].

Hormesis hypothesis could successfully explain controversial literature and our data concerning genotoxicity/antigenotoxicity of monoterpenes. No mutagenicity of Cam and Euc was detected in the  Salmonella/microsome assay [97,101,102]. No DNA damage by Euc was observed in cultured Chinese hamster ovary cells [103], and in human leukemic K562 cells [104]. Cam did not induce significant mutagenicity in bone marrow cells of pregnant
rats [105]. However, in SMART test Cam was genotoxic [106] and Euc induced apoptosis in two human leukemia cell lines and inhibited DNA synthesis in plant cells [107,108]. On the other hand, Cam and Euc reduced aflatoxin B1-induced mutagenesis in *S. typhimurium* TA100 [109], Cam reduced γ-radiation-induced increase in SCE frequency in mice bone marrow cells [110] and Euc reduced mutagenesis induced by several model and environmental mutagens in *Salmonella*/microsome reversion assay [102].

**Figure 11.** Genotoxic effect of Cam, Euc and Thu

Many literature data indicate no mutagenic or genotoxic effect of Lin in prokaryotic and eukariotic cells [102,111-116]. However, Lin was genotoxic in mouse lymphoma L5178Y TK+ cells [114] and in *B. subtilis* Rec-assay [113]. Evidence for antimutagenic effect was provided by Stajković et al. [102], who reported that Lin reduced UV- and 4NQO-induced mutagenesis in *Salmonella*/microsome reversion assay.

Although no genotoxicity of Thu was detected in SMART test [106], Kim et al. [109] reported co-mutagenic effect on aflatoxin B1-induced mutagenesis in *S. typhimurium* TA100. Besides our results, no antigenotoxic effect of Thu was reported, but there is evidence about antigenotoxicity of plant extracts containing high proportion of Thu [45,117].

It is clear that antimutagenic and antigenotoxic features of tested monoterpenes depend on the cell type, genetic background, mutagen applied and other experimental conditions. Moreover, our results indicate the special importance of applied concentrations for antimutagenic response.

Considering implications of our hypothesis, our work in progress analyzes if pre-treatment with low doses of monoterpenes could induce DNA repair mechanisms and protect from subsequent exposure to genotoxic agent. Preliminary results indicate that pre-treatment with Cam, Euc and Thu reduces UV-induced mutagenesis in repair proficient strain. In NER deficient strain protective effect of Thu is diminished, while Cam and Euc are even co-mutagenic. Moreover, pre-treatment of repair proficient strain with low doses of 4NQO also provides protection against UV-induced mutagenesis. In our opinion, this strongly supports proposed mechanism of bioantimutagenicity.
9. Conclusions

The identification of natural substances with antigenotoxic/antimutagenic potential and estimation of molecular mechanisms involved are very important to establish their value for chemoprevention strategies [19]. Our comparative study of sage and basil extracts and pure monoterpenes showed that multiple mechanisms are involved in their antimutagenicity/antigenotoxicity. Desmutagenic mechanisms of antioxidants from sage and basil include radical scavenging activity of Lin, Myr and Euc, and the inhibition of metabolic activation of promutagen by high molecular weight terpenes (Figure 12). Bioantimutagenic mechanism involves increased efficiency of error-free DNA repair, mainly NER, by Cam, Euc, Thu and Lin (Figure 13).

1 Radical scavenging activity of monoterpenes Lin, Myr and Euc
2 Inhibition of metabolic activation of promutagen EtBr

**Figure 12.** Desmutagenic effects of sage and basil

Dietary use of plant antimutagens has been seen by many authors as the most practical way of primary chemoprevention of cancer and many chronic degenerative diseases. Due to low cost and commercial availability of studied monoterpenes, they might be interesting candidates for further chemoprevention studies, but their genotoxicity must be taken in consideration and carefully analyzed.
Figure 13. Bioantimutagenic effects of monoterpenes Cam, Euc, Thu and Lin
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1. Introduction

Artificial regulation of gene expression is quite important for basic study to analyze unknown biological functions of target genes. Comparison of phenotypes with and without knockdown of expression level of the target genes may be helpful to reveal unknown biological functions of the target genes. Artificial regulation of gene expression is also important for therapeutic applications to reduce expression level of mutated target genes. Knockdown of expression level of the mutated target genes may be useful to avoid undesirable effects produced by the mutated target genes. Antisense and antigene technologies are powerful tools to artificially regulate target gene expression. In antisense technology, a single-stranded oligonucleotide added from outside may bind with target mRNA to form oligonucleotide-RNA duplex[1,2]. The formed duplex may inhibit ribosome-mediated translation of target mRNA due to its steric hindrance, or RNaseH may cleave target mRNA in the formed duplex, which may result in reduction of expression level of target mRNA in both cases[1,2]. In antigene technology, a single-stranded homopyrimidine triplex-forming oligonucleotide (TFO) added from outside may bind with homopurine-homopyrimidine stretch in target duplex DNA by Hoogsteen hydrogen bonding to form pyrimidine motif triplex, where T•A:T and C•G:C base triplets are formed[3,4]. The formed triplex inhibits RNA polymerase and transcription factors-mediated transcription of target gene due to its steric hindrance, which may result in downregulation of expression level of target gene[3,4].

Serious difficulties, such as poor binding ability of added oligonucleotides with target mRNA or target duplex DNA[5-7], and low stability of added oligonucleotides against nuclease degradation[8], may limit practical applications of the antisense and antigene technologies in vivo. Many kinds of chemically modified oligonucleotides have been developed to overcome these serious difficulties[9]. In this context, we have developed a...
novel class of chemical modification of nucleic acids, 2′-O,4′-C-aminomethylene bridged nucleic acid (2′,4′-BNA\textsuperscript{NC}), in which 2′-O and 4′-C of the sugar moiety are bridged with the aminomethylene chain (Figure 1a)[10,11]. 2′,4′-BNA\textsuperscript{NC}-modified oligonucleotides showed higher binding affinity with target mRNA[11], stronger binding ability with target duplex DNA to form triplex[10-13], and higher stability against nuclease degradation than the corresponding unmodified oligonucleotides[11-13]. These excellent properties of 2′,4′-BNA\textsuperscript{NC}-modification of oligonucleotides may be favorable for their practical applications to the antisense and antigene technologies.

(a)

Forward strand
F12     5′-d(GCGTTTTTTGCT)-3′
F12-1   5′-d(GCGTTTTTTGCT)-3′
F12-31  5′-d(GCGTTTTTTGCT)-3′
F12-32  5′-d(GCGTTTTTTGCT)-3′
F12-6   5′-d(GCGTTTTTTGCT)-3′

Complementary strand
R12R    3′-r(CGCAAAAAACGA)-5′
R12X    3′-r(CGCAAXAAAAACGA)-5′ (X=A, U, G, C)
R12D    3′-d(CGCAAAAAACGA)-3′

T: T with 2′-O,4′-C-aminomethylene bridge

(b)
Figure 1. a) Structural formulas for phosphodiester (PO) and 2′-O,4′-C-aminomethylene bridged nucleic acid (2′,4′-BNA<sup>NC</sup>)-modified backbones. (b) Oligonucleotide sequences for the unmodified (F12) or 2′,4′-BNA<sup>NC</sup>-modified (F12-1, F12-31, F12-32, F12-6) oligonucleotide, the complementary RNA (R12R), the complementary single-mismatched RNA (R12X) and the complementary DNA (R12D) (c) Oligonucleotide sequences for the target duplex (Pur23APyr23T), the specific TFOs (Pyr15TM, Pyr15NC7-1, Pyr15NC7-2, Pyr15NC5-1, and Pyr15NC5-2), and the nonspecific oligonucleotide (Pyr15NS2M). (d) Oligonucleotide sequences for the 2′,4′-BNA<sup>NC</sup>-modified antisense oligonucleotides to target a certain region of PCSK9 gene.
In this chapter, we describe the excellent properties of 2′,4′-BNA\textsuperscript{NC}-modified oligonucleotides for higher ability to form duplex and triplex and for higher nuclease resistance\cite{11-13}. We also show the biological application of 2′,4′-BNA\textsuperscript{NC}-modified oligonucleotides to reduce expression level of target mRNA in mammalian cells\cite{14}. PCSK9 is a serine protease involved in the degradation of LDL receptor \cite{15-17}. Suppression of PCSK9 by reducing expression level of PCSK9 mRNA may cause an increase in the amount of the LDL receptor, resulting in the reduction of serum LDL cholesterol level. Thus, the PCSK9 mRNA has the potential to be an antisense target for the treatment of hypercholesterolemia \cite{15-17}. We present the excellent antisense effect of 2′,4′-BNA\textsuperscript{NC} modified antisense oligonucleotides to reduce the expression level of the PCSK9 mRNA.

2. Methods to prepare and characterize oligonucleotides

2.1. Preparation of oligonucleotides

We synthesized complementary oligonucleotides for duplex DNA and unmodified homopyrimidine TFO (Figure 1b, 1c) on a DNA synthesizer using the solid-phase cyanoethyl phosphoramidite method, and purified them with a reverse-phase high performance liquid chromatography on a Wakosil DNA or Waters X-Terra column. 2′,4′-BNA\textsuperscript{NC}-modified oligonucleotides (Figure 1b, 1c, 1d) were synthesized and purified as described previously\cite{10,11}. 5′-Biotinylated oligonucleotides were prepared from biotin phosphoramidite for kinetic analyses by Biacore described below. The concentration of all oligonucleotides was determined by UV absorbance. The reported extinction coefficient for poly (dT) $[\varepsilon_{265} = 8700 \text{ cm}^{-1} (\text{mol of base/liter})^{-1}]$\cite{18} was used for unmodified and 2′,4′-BNA\textsuperscript{NC}-modified homopyrimidine TFO. Complementary strands for duplex DNA were annealed by heating at up to 90 °C, followed by a gradual cooling to room temperature. When the removal of unpaired single strands is necessary, the annealed sample was applied on a hydroxyapatite column (BioRad). The concentration of duplex DNA was determined by UV absorbance, considering DNA concentration ratio of 1 OD = 50 µg/ml.

2.2. UV melting

Heating of duplex results in monophasic strand dissociation based on the transition between the two states, duplex→2 single strands. Heating of triplex also leads to biphasic strand dissociation according to the transitions between the three states, triplex→duplex + single strand→3 single strands. Base stacking interactions in the free strands are weaker than those in the bound strands, resulting in a hyperchromic increase in UV absorbance upon heating. UV melting monitors the process of duplex and triplex melting by the temperature dependent change in UV absorbance. First derivative plot of UV absorbance ($dA/dT$ vs $T$) is calculated from the UV melting curve ($A$ vs $T$). Peak temperatures in the first derivative plot correspond to the melting temperature, $T_m$, of the transition.
UV melting experiments for duplex and triplex study were carried out on a DU-650 and DU-640 spectrophotometer (Beckman Inc.), respectively, equipped with a Peltier type cell holder. The cell path length was 1 cm. UV melting profiles for duplex study were measured in 10 mM sodium phosphate buffer at pH 7.2 containing 100 mM NaCl. UV melting profiles for triplex study were measured in 10 mM sodium cacodylate-cacodylic acid at pH 6.8 containing 200 mM NaCl and 20 mM MgCl₂. UV melting profiles were recorded at a scan rate of 0.5 °C/min with detection at 260 nm. The first derivative was calculated from the UV melting profile. The peak temperatures in the derivative curve were designated as the melting temperature, \( T_m \). The duplex and triplex nucleic acid concentration used was 4 µM and 1 µM, respectively.

2.3. CD spectroscopy

CD spectroscopy is sensitive to interactions of nearby bases vertically stacked in strands. Stacking interactions depend on the conformational details of nucleic acid structure. CD spectra provide a certain basis for suggesting the overall conformation of strands in duplex and triplex. The appearance of an intense negative band at the short wavelength range (210-220 nm) in CD spectra indicates the formation of triplex.

CD spectra of the triplex at 20 °C were recorded in 10 mM sodium cacodylate-cacodylic acid at pH 6.8 containing 200 mM NaCl and 20 mM MgCl₂ on a JASCO J-720 spectropolarimeter interfaced with a microcomputer. The cell path length was 1 cm. The triplex nucleic acid concentration used was 1 µM.

2.4. Electrophoretic mobility shift assay (EMSA)

The \(^{32}\)P-radiolabelled band of triplex migrates slower than that of duplex in native polyacrylamide gel electrophoresis. The formation of triplex results in appearance of a novel radiolabelled band shifted to a new position corresponding to triplex. The percentage of the formed triplex was calculated using the following equation:

\[
\% \text{ triplex} = \left[ \frac{S_{\text{triplex}}}{(S_{\text{triplex}} + S_{\text{duplex}})} \right] \times 100
\]

where \( S_{\text{triplex}} \) and \( S_{\text{duplex}} \) represent the radioactive signal for triplex and duplex bands, respectively. The dissociation constant, \( K_d \), of triplex formation is determined from the concentration of the TFO, which causes half of target duplex to shift to triplex.

EMSA experiments for the triplex formation were performed essentially as described previously by a 15% native polyacrylamide gel electrophoresis[12,13,19-27]. In a 9 µl of reaction mixture, \(^{32}\)P-labeled Pur23A•Pyr23T duplex (~1 nM) (Figure 1c) was mixed with increasing concentrations of the specific TFO (Pyr15TM, Pyr15NC7-1, Pyr15NC7-2, Pyr15NC5-1, or Pyr15NC5-2) (Figure 1c) and the nonspecific oligonucleotide (Pyr15NS2M) (Figure 1c) in buffer [50 mM Tris-acetate (pH 7.0), 100 mM NaCl, and 10 mM MgCl₂]. Pyr15NS2M was added to achieve equimolar concentrations of TFO in each lane as well as to minimize adhesion of the DNA (duplex and TFO) to plastic surfaces during incubation.
and subsequent losses during processing. After 6 h incubation at 37 °C, 2 µl of 50 % glycerol solution containing bromophenol blue was added without changing the pH and salt concentrations of the reaction mixtures. Samples were then directly loaded onto a 15 % native polyacrylamide gel prepared in buffer [50 mM Tris-acetate (pH 7.0) and 10 mM MgCl₂] and electrophoresis was performed at 8 V/cm for 16 h at 4 °C.

2.5. Thermodynamic analyses by isothermal titration calorimetry (ITC)

Isothermal titration calorimetry (ITC) relies upon the accurate measurement of heat changes caused by the interaction of molecules in solution and possesses the advantage of not requiring labeling or immobilization of the components[28]. ITC provides a great deal of thermodynamic information about the binding process from only a single experiment. This information includes the binding stoichiometry \((n)\), the binding equilibrium constant \((K_a)\), the enthalpy change \((\Delta H)\) of binding, the entropy change \((\Delta S)\) of binding and the Gibbs free energy change \((\Delta G)\) of the binding process[28]. A syringe containing a solution of one element (in the case of triplex formation, duplex) is incrementally titrated into a cell containing a solution of the second element (in the case of triplex formation, TFO). As the duplex is added to the TFO, heat is released upon the triplex formation. The heat for each injection is measured by the ITC instrument and is plotted as a function of time over the injection series. The heat signal from each injection is determined by the area underneath the injection peak. The heat is plotted against the molar ratio of the duplex added to the TFO added to the duplex in the cell. The titration plot provides the thermodynamic information of the triplex formation.

Isothermal titration experiments for the triplex formation were carried out on a VP ITC system (Microcal Inc., U.S.A.), essentially as described previously[12,13,19-22,25-27]. The TFO (Figure 1c) and Pur23A•Pyr23T duplex (Figure 1c) solutions were prepared by extensive dialysis against 10 mM sodium cacodylate-cacodylic acid at pH 6.1 or pH 6.8 containing 200 mM NaCl and 20 mM MgCl₂. The Pur23A•Pyr23T duplex solution in 10 mM sodium cacodylate-cacodylic acid at pH 6.1 or pH 6.8 containing 200 mM NaCl and 20 mM MgCl₂ was injected 20-times in 5-µl increments and 10-min intervals into the TFO solution without changing the reaction conditions. The heat for each injection was subtracted by the heat of dilution of the injectant, which was measured by injecting the Pur23A•Pyr23T duplex solution into the same buffer. Each corrected heat was divided by the moles of the Pur23A•Pyr23T duplex solution injected, and analyzed with Microcal Origin software supplied by the manufacturer.

2.6. Kinetic analyses by Biacore

Biacore is one example of a class of optical biosensors which can be used to determine the kinetic binding parameters of molecular interactions, such as association rate constant \((k_{asso})\), dissociation rate constant \((k_{dissoc})\) and binding constant \((K_a)\)[29,30]. Biacore measurements are usually performed with one partner immobilized (in the case of triplex
formation, duplex) on a porous hydrogel to which the second component (in the case of triplex formation, TFO) then binds[29]. Changes in the mass loading at the sensor surface upon the triplex formation cause a shift in the resonance angle of light propagated through the wave-guiding structure immediately adjacent to the hydrogel. The time dependence of the change in resonance angle yields the kinetic information of the triplex formation.

Kinetic experiments for the triplex formation were performed on a BIACORE J instrument (GE Healthcare, U.S.A.), in which a real-time biomolecular interaction was measured with a laser biosensor, essentially as described previously[12,13,19-25,27]. The layer of a SA sensor tip with immobilized streptavidin was equilibrated with 10 mM sodium cacodylate-cacodylic acid at pH 6.8 containing 200 mM NaCl and 20 mM MgCl2 at a flow rate of 30 µl/min. 40 µl of 50 mM NaOH containing 1 M NaCl was injected 3 times at a flow rate of 30 µl/min to reduce electrostatic repulsion from the surface. After equilibrating with 10 mM sodium cacodylate-cacodylic acid at pH 6.8 containing 200 mM NaCl and 20 mM MgCl2, 160 µl of 0.2 µM Bt(biotinylated)-Pyr23T•Pur23A duplex (Figure 1c) solution was added at a flow rate of 30 µl/min to bind with the streptavidin on the surface. After extensive washing and equilibrating the Bt-Pyr23T•Pur23A-immobilized surface with 10 mM sodium cacodylate-cacodylic acid at pH 6.8 containing 200 mM NaCl and 20 mM MgCl2, 70 µl of the TFO (Figure 1c) solution in 10 mM sodium cacodylate-cacodylic acid at pH 6.8 containing 200 mM NaCl and 20 mM MgCl2 was injected over the immobilized Bt-Pyr23T•Pur23A duplex at a flow rate of 30 µl/min, and then the triplex formation was monitored for 2 min. This was followed by washing the sensor tip with 10 mM sodium cacodylate-cacodylic acid at pH 6.8 containing 200 mM NaCl and 20 mM MgCl2, and the dissociation of the preformed triplex was monitored for an additional 2.5 min. Finally, 40 µl of 100 mM Tris-HCl (pH 8.0) for Pyr15TM (Figure 1c), or 40 µl of 10 mM NaOH (pH 12) for Pyr15NC7-1, Pyr15NC7-2, Pyr15NC5-1, and Pyr15NC5-2 (Figure 1c) was injected at a flow rate of 30 µl/min to completely break the Hoogsteen hydrogen bonding between the TFO and Pur23A, during which the Bt-Pyr23T•Pur23A duplex may be partially denatured. The Bt-Pyr23T•Pur23A duplex was regenerated by injecting 0.2 µM Pur23A. The resulting sensorgrams were analyzed with the BIA evaluation software supplied by the manufacturer to calculate the kinetic parameters.

2.7. Stability of oligonucleotides in human serum against nuclease degradation

Stability of oligonucleotides in human serum was examined by the following two procedures[12,13,26].

a. Analyses by native polyacrylamide gel electrophoresis

Oligonucleotide (Figure 1c) was 5′-end labeled with 32P using \([\gamma-32P]\) ATP and T4 polynucleotide kinase by a standard procedure. 2 pmol 32P-labeled oligonucleotide was incubated at 37 °C in 200 µl of human serum from human male AB plasma (Sigma-Aldrich Co., USA). Aliquots of 5 µl were removed after 10, 20, 40, 60, and 120 min of incubation, and mixed with 5 µl of stop solution (80 % formamide, 50 mM EDTA) to terminate the reactions. The samples were loaded on 15 % native polyacrylamide gels prepared in buffer [50 mM
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Tris-acetate (pH 7.0), 100 mM MgCl₂, and electrophoresis was performed at 8 V/cm and 4 °C. The gels were scanned and analyzed by BAS system.

b. Analyses by anion-exchange HPLC

1 nmol oligonucleotide (Figure 1c) was incubated at 37 °C in 20 µl of 50 % human serum from human male AB plasma (Sigma-Aldrich Co., USA). After incubation for 20, 60 and 120 min, the samples were mixed with 13 µl of formamide to terminate the reactions, and stored at -80 °C until HPLC analyses. The samples were mixed with 400 µl of HPLC buffer [25 mM Tris-HCl (pH 7.0), 0.5 % CH₃CN], and analyzed by anion-exchange HPLC on JASCO LC-2000 Plus series with detection at 260 nm using a linear gradient of 0-0.5 M NH₄Cl in HPLC buffer over 45 min to resolve the products. The HPLC column used was TSK-GEL DNA-NPR (Tosoh, Japan). Under these conditions, peaks of all proteins from the human serum could be resolved from those of the intact and degraded TFO. Degradation data from the acquired chromatograms were processed using ChromNAV software as supplied by the manufacturer.

2.8. In vitro assay of PCSK9 gene expression in mouse hepatocyte cell line, NMuLi

Mouse hepatocyte cell line NMuLi (4.0 x 10⁵ cells/ml) was cultivated in 6 well plates (2 ml/well) and incubated for 24 hr at 37 °C under 5 % CO₂. Antisense oligonucleotide to target a certain region of PCSK9 gene (Figure 1d), Lipofectamine 2000 (Invitrogen), and Opti-MEM (Invitrogen) were mixed. The final concentration of the antisense oligonucleotide in the mixture was adjusted to 1, 3, 10, 30 or 50 nM. After incubation of the mixture for 20 min at room temperature, the mixture was transfected into the cell line. Cell culture medium was exchanged into the new one at 4 hr after the transfection of the antisense oligonucleotide. Cells were collected at 20 hr after the exchange of the cell culture medium. The collected cells were homogenized by ISOGEN (Nippon Gene) to extract total RNA. Concentration of the extracted total RNA was measured by UV absorbance. Length of the extracted total RNA was analyzed by agarose gel electrophoresis. After adjusting the concentration of the total RNA to 4.0 µg/10 µl, we performed reverse transcription reaction using the total RNA to obtain 1st strand cDNA. Then, we carried out real-time PCR using the obtained cDNA to quantitate the expression levels of PCSK9 mRNA and control housekeeping GAPDH mRNA. We normalized the expression level of PCSK9 mRNA by that of control housekeeping GAPDH mRNA, because the antisense oligonucleotides did not affect the expression level of control housekeeping GAPDH mRNA. We examined the effect of the antisense oligonucleotides on the expression level of PCSK9 mRNA.

3. Stabilization of duplex by 2′,4′-BNA NC-modification

Formation of stable duplexes with complementary single-stranded RNA (ssRNA) and single-stranded DNA (ssDNA) under physiological condition is essential for antisense and diagnostic applications. Thermal stability of duplexes formed between a 12-mer unmodified
(F12; Figure 1b) or 2',4'-BNA<sup>NC</sup>-modified (F12-1, F12-31, F12-32, F12-6; Figure 1b) oligonucleotide and each of its complementary 12-mer ssRNA (R12R; Figure 1b) and 12-mer ssDNA (R12D; Figure 1b) was examined at pH 7.2 by UV melting (Table 1). The $T_m$ value of the duplex formed between the 12-mer oligonucleotide containing a single 2',4'-BNA<sup>NC</sup>-modification (F12-1) and the complementary 12-mer ssRNA (R12R) increased by 6 °C compared to that of the duplex formed between the 12-mer unmodified oligonucleotide (F12) and R12R. Further incremental increase in $T_m$ was observed upon an increase in the number of 2',4'-BNA<sup>NC</sup>-modification (F12-31, F12-32, F12-6). The increase in $T_m$ per 2',4'-BNA<sup>NC</sup>-modification ($\Delta T_m$/modification) ranged from 5.3 to 6.3 °C. These results indicate that further 2',4'-BNA<sup>NC</sup>-modification of oligonucleotide should produce very stable duplex with complementary ssRNA. On the other hand, a single 2',4'-BNA<sup>NC</sup>-modification increased the $T_m$ value of the duplex formed with complementary 12-mer ssDNA (R12D) by only 1 °C (F12:R12D vs. F12-1:R12D), indicating that stabilization of duplex by 2',4'-BNA<sup>NC</sup>-modification is highly complementary ssRNA-selective. Similar to the case of complementary ssRNA, $T_m$ was further increased by increasing the number of 2',4'-BNA<sup>NC</sup>-modification (F12-31, F12-32, F12-6). $\Delta T_m$/modification for complementary ssDNA (R12D) ranging from 1.0 to 3.8 °C was smaller than that for complementary ssRNA (R12R) ranging from 5.3 to 6.3 °C.

<table>
<thead>
<tr>
<th>Oligonucleotide</th>
<th>R12R: 3'-r(CGCAAAAAACGA)-5'</th>
<th>R12D: 3'-d(CGCAAAAAACGA)-5'</th>
</tr>
</thead>
<tbody>
<tr>
<td>F12: 5'-d(GCGTTTTTTGCT)-3'</td>
<td>45</td>
<td>50</td>
</tr>
<tr>
<td>F12-1: 5'-d(GCGTTTTTTGCT)-3'</td>
<td>51(+6.0)</td>
<td>51(+1.0)</td>
</tr>
<tr>
<td>F12-31: 5'-d(GCGTTTTTTGCT)-3'</td>
<td>64(+6.3)</td>
<td>55(+1.7)</td>
</tr>
<tr>
<td>F12-32: 5'-d(GCGTTTTTTGCT)-3'</td>
<td>61(+5.3)</td>
<td>57(+2.3)</td>
</tr>
<tr>
<td>F12-6: 5'-d(GCGTTTTTTGCT)-3'</td>
<td>83(+6.3)</td>
<td>73(+3.8)</td>
</tr>
</tbody>
</table>

<sup>2',4'-BNA<sup>NC</sup>-modified positions are underlined.</sup>

**Table 1.** Melting temperatures of 4 µM duplexes formed between 12-base unmodified (F12) or 2',4'-BNA<sup>NC</sup>-modified (F12-1, F12-31, F12-32, F12-6) oligonucleotides and each of complementary single-stranded RNA (R12R) and single-stranded DNA (R12D) in 10 mM sodium phosphate buffer (pH 7.2) and 100 mM NaCl. The increase in melting temperature per 2',4'-BNA<sup>NC</sup>-modification ($\Delta T_m$/modification) is shown in parentheses.

Because 2',4'-BNA<sup>NC</sup>-modified oligonucleotides (F12-1, F12-31, F12-32, F12-6) exhibited high binding affinity with complementary ssRNA (R12R) as described above, their ability to discriminate bases was evaluated using single-mismatched ssRNA strand (R12X; Figure 1b) (Table 2). Any mismatched base in the ssRNA strands (R12U, R12G, R12C) resulted in a substantial decrease in the $T_m$ value of the duplexes formed with the 2',4'-BNA<sup>NC</sup>-modified
oligonucleotide (F12-1). The \( T_m \) values of the duplexes formed with the 2',4'-BNA\textsuperscript{NC}-modified oligonucleotide (F12-1:R12U, F12-1:R12G, F12-1:R12C) having a T-U, T-G, and T-C mismatched base pair were lower than those of the corresponding perfectly matched duplex (F12-1:R12A) by -14, -5, -17 °C, respectively. The mismatched base pair discrimination profile of the 2',4'-BNA\textsuperscript{NC}-modified oligonucleotide (F12-1) was similar to that of the unmodified oligonucleotide (F12). These results indicate that 2',4'-BNA\textsuperscript{NC}-modified oligonucleotide not only exhibits high-affinity RNA selective binding, but is also highly selective in recognizing bases.

<table>
<thead>
<tr>
<th>Oligonucleotide</th>
<th>R12X: 3'-r(CGCAAXAAACGA)-5'</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( X = \text{A} ) (matched)</td>
</tr>
<tr>
<td>F12: 5'-d(GCGTTTTTGGCT)-3'</td>
<td>45</td>
</tr>
<tr>
<td>F12-1: 5'-d(GCGTTTTTGGCT)-3''</td>
<td>51</td>
</tr>
</tbody>
</table>

2',4'-BNA\textsuperscript{NC}-modified position is underlined.

Table 2. Melting temperatures of 4 µM duplexes formed between 12-base unmodified (F12) or 2',4'-BNA\textsuperscript{NC}-modified (F12-1) oligonucleotides and complementary single-stranded RNA containing a single-mismatched base (R12X) in 10 mM sodium phosphate buffer (pH 7.2) and 100 mM NaCl.

4. Stabilization of pyrimidine motif triplex at neutral pH by 2',4'-BNA\textsuperscript{NC}-modification

Formation of stable triplex with TFO under physiological condition is essential for antogene application. Thermal stability of the pyrimidine motif triplexes formed between a 23-bp target duplex (Pur23A•Pyr23T; Figure 1c) and each of its specific 15-mer 2',4'-BNA\textsuperscript{NC}-unmodified (Pyr15TM; Figure 1c) or 2',4'-BNA\textsuperscript{NC}-modified (Pyr15NC7-1, Pyr15NC7-2, Pyr15NC5-1, or Pyr15NC5-2; Figure 1c) TFO was investigated at pH 6.8 by UV melting (Figure 2 and Table 3). UV melting curves in the both directions (heating and cooling) are almost superimposable in all cases, indicating that the dissociation and association processes are reversible. The triplex involving Pyr15TM showed two-step melting. Upon heating the first transition at lower temperature, \( T_{m1} \) (39.1 °C), was the melting of the triplex to a duplex and a TFO, and the second transition at higher temperature, \( T_{m2} \) (72.4 °C), was the melting of the duplex (Figure 2). On the other hand, the triplex involving each of the 2',4'-BNA\textsuperscript{NC}-modified TFOs showed only one transition at higher temperature, \( T_m \). As the magnitude in UV absorbance change at \( T_m \) for each of the 2',4'-BNA\textsuperscript{NC}-modified TFOs was almost equal to the sum of those at \( T_{m1} \) and \( T_{m2} \) for Pyr15TM (Figure 2), the transition was identified as a direct melting of the triplex to its constituting single-strand DNAs upon heating. The 2',4'-BNA\textsuperscript{NC} modification, therefore, increased the melting temperature of the triplex by more than 35 °C (Table 3), indicating that the 2',4'-BNA\textsuperscript{NC} modification of TFO increased the thermal stability of the pyrimidine motif triplex at neutral pH.
### Table 3.

Melting temperatures of the triplexes between a 23-base pair target duplex (Pur23A•Pyr23T) and a 15-mer TFO (Pyr15TM, Pyr15BNANC7-1, Pyr15BNANC7-2, Pyr15BNANC5-1, or Pyr15BNANC5-2) in 10 mM sodium cacodylate-cacodylic acid (pH 6.8), 200 mM NaCl and 20 mM MgCl₂.

<table>
<thead>
<tr>
<th>TFO</th>
<th>$T_{m1}$ (°C)</th>
<th>$T_{m2}$ (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pyr15TM</td>
<td>39.1 ± 0.1</td>
<td>72.4 ± 0.4</td>
</tr>
<tr>
<td>Pyr15BNANC7-1</td>
<td>79.4 ± 0.6</td>
<td></td>
</tr>
<tr>
<td>Pyr15BNANC7-2</td>
<td>85.8 ± 0.1</td>
<td></td>
</tr>
<tr>
<td>Pyr15BNANC5-1</td>
<td>75.6 ± 0.7</td>
<td></td>
</tr>
<tr>
<td>Pyr15BNANC5-2</td>
<td>75.6 ± 0.7</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 2.** UV melting profiles of the pyrimidine motif triplex with the specific TFO (Pyr15TM, Pyr15NC7-1, Pyr15NC7-2, Pyr15NC5-1, or Pyr15NC5-2) upon heating. The triplexes with Pyr15TM, Pyr15NC7-1, Pyr15NC7-2, Pyr15NC5-1, or Pyr15NC5-2 in 10 mM sodium cacodylate-cacodylic acid (pH 6.8), 200 mM NaCl and 20 mM MgCl₂ were melted at a scan rate of 0.5 °C/min with detection at 260 nm. The cell path length was 1 cm. The triplex nucleic acid concentration used was 1 µM.
5. No significant structural change of pyrimidine motif triplex at neutral pH by 2′,4′-BNA\textsuperscript{NC}-modification

Circular dichroism (CD) spectra of the pyrimidine motif triplexes between the target duplex (Pur23A•Pyr23T) and each of the 2′,4′-BNA\textsuperscript{NC}-unmodified (Pyr15TM) or 2′,4′-BNA\textsuperscript{NC}-modified (Pyr15NC7-1, Pyr15NC7-2, Pyr15NC5-1, or Pyr15NC5-2) TFO were measured at 20 °C and pH 6.8 (Figure 3). A significant negative band in the short-wavelength (210-220 nm) region was observed for all the profiles (Figure 3), confirming the triplex formation involving each TFO\cite{31}. The overall shape of the CD spectra was quite similar among all the profiles (Figure 3), suggesting that no significant change may be induced in the higher order structure of the pyrimidine motif triplex by the 2′,4′-BNA\textsuperscript{NC} modification.

6. Promotion of pyrimidine motif triplex formation at neutral pH by 2′,4′-BNA\textsuperscript{NC}-modification

The pyrimidine motif triplex formation between the target duplex (Pur23A•Pyr23T) and each of the 2′,4′-BNA\textsuperscript{NC}-unmodified (Pyr15TM) or 2′,4′-BNA\textsuperscript{NC}-modified (Pyr15NC7-1, Pyr15NC7-2, Pyr15NC5-1, or Pyr15NC5-2) TFO was examined at pH 7.0 by EMSA (Figure
4. Total oligonucleotide concentration ([specific TFO (Pyr15TM or 2',4'-BNA NC-modified TFO)] + [nonspecific oligonucleotide (Pyr15NS2M)]) was kept constant at 1000 nM to minimize loss of DNA during processing and to assess sequence specificity. While incubation with 1000 nM Pyr15NS2M alone did not cause a shift in electrophoretic migration of the target duplex (see lane 1 for Pyr15TM), those with Pyr15TM or each of the 2',4'-BNA NC-modified TFOs at particular concentrations caused retardation of the duplex migration owing to triplex formation[32]. The dissociation constant, $K_d$, of triplex formation was determined from the concentration of the TFO, which caused half of the target duplex to shift to the triplex[32]. The $K_d$ of the triplex with Pyr15TM was estimated to be between 250 and 1000 nM. In contrast, the $K_d$ of the triplex with each of the 2',4'-BNA NC-modified TFOs was ~16 nM, indicating that the 2',4'-BNA NC modification of TFO increased the binding constant, $K_a$ ($=1/K_d$), of the pyrimidine motif triplex formation at neutral pH by more than 10-fold. The increase in the $K_a$ by the 2',4'-BNA NC modification of TFO was similar in magnitude among the four modified TFOs.

7. Thermodynamic analyses of pyrimidine motif triplex formation involving 2',4'-BNA NC-modified TFO at neutral pH

We examined the thermodynamic parameters of the pyrimidine motif triplex formation between the target duplex (Pur23A•Pyr23T) and each of the 2',4'-BNA NC-unmodified (Pyr15TM) or 2',4'-BNA NC-modified TFO at 25 °C and pH 6.8 by ITC. To investigate the pH dependence of the pyrimidine motif triplex formation, the thermodynamic parameters of the triplex formation between Pur23A•Pyr23T and Pyr15TM were also analyzed at 25 °C and pH 6.1 by ITC. Figure 5a shows a typical ITC profile for the triplex formation between Pyr15NC7-1 and Pur23A•Pyr23T at 25 °C and pH 6.8. An exothermic heat pulse was observed after each injection of Pur23A•Pyr23T into Pyr15NC7-1. The magnitude of each peak decreased gradually with each new injection, and a small peak was still observed at a molar ratio of [Pur23A•Pyr23T]/[Pyr15NC7-1]=2. The area of the small peak was equal to the heat of dilution measured in a separate experiment by injecting Pur23A•Pyr23T into the same buffer. The area under each peak was integrated, and the heat of dilution of Pur23A•Pyr23T was subtracted from the integrated values. The corrected heat was divided by the moles of injected solution, and the resulting values were plotted as a function of a molar ratio of [Pur23A•Pyr23T]/[Pyr15NC7-1], as shown in Figure 5b. The resultant titration plot was fitted to a sigmoidal curve by a nonlinear least-squares method. The binding constant, $K_a$, and the enthalpy change, $\Delta H$, were obtained from the fitted curve[28]. The Gibbs free energy change, $\Delta G$, and the entropy change, $\Delta S$, were calculated from the equation, $\Delta G = -RT\ln K_a = \Delta H - T\Delta S$, where $R$ is gas constant and $T$ is temperature[28]. The titration plots for Pyr15TM at pH 6.8 and pH 6.1 are also shown in Figure 5b. The thermodynamic parameters for Pyr15TM at pH 6.8 and pH 6.1 were obtained from the titration plots in the same way. The ITC profiles and the titration plots for each of other 2',4'-BNA NC-modified TFOs at pH 6.8 were almost the same as those observed for Pyr15NC7-1 at pH 6.8. The thermodynamic parameters for each of other 2',4'-BNA NC-modified TFOs at pH 6.8 were obtained from the titration plots in the same way.
Figure 4. EMSA of the pyrimidine motif triplex formation with the specific TFO (Pyr15TM, Pyr15NC7-1, Pyr15NC7-2, Pyr15NC5-1, or Pyr15NC5-2) at neutral pH. Triplex formation was initiated by adding \( ^{32}P \)-labeled Pur23APyr23T duplex (~1 nM) with the indicated final concentrations of the specific TFO (Pyr15TM, Pyr15NC7-1, Pyr15NC7-2, Pyr15NC5-1, or Pyr15NC5-2). The nonspecific oligonucleotide (Pyr15NS2M) was added to adjust the equimolar concentrations (1000 nM) of TFO (Pyr15TM+Pyr15NS2M, Pyr15NC7-1+Pyr15NS2M, Pyr15NC7-2+Pyr15NS2M, Pyr15NC5-1+Pyr15NS2M, or Pyr15NC5-2+Pyr15NS2M) in each lane. Reaction mixtures involving Pyr15TM, Pyr15NC7-1, Pyr15NC7-2, Pyr15NC5-1, or Pyr15NC5-2 in 50 mM Tris-acetate (pH 7.0), 100 mM NaCl, and 10 mM MgCl\(_2\) were incubated for 6 h at 37\(^{\circ}\)C, and then electrophoretically separated at 4\(^{\circ}\)C on a 15 % native polyacrylamide gel prepared in buffer [50 mM Tris-acetate (pH 7.0) and 10 mM MgCl\(_2\)]. Positions of the duplex (D) and triplex (T) are indicated.
Table 4 summarizes the thermodynamic parameters for the pyrimidine motif triplex formation with each of Pyr15TM and the 2’,4’-BNA NC-modified TFOs at 25 °C and pH 6.8, and those with Pyr15TM at 25 °C and pH 6.1, obtained from ITC. The signs of both ΔH and ΔS were negative under each condition. Because an observed negative ΔS was unfavorable for the triplex formation, the triplex formation was driven by a large negative ΔH under each condition. The Kₐ for Pyr15TM at pH 6.1 was ~10-fold larger than that observed for Pyr15TM at pH 6.8, confirming, like others[5-7], that neutral pH is unfavorable for the pyrimidine motif triplex formation involving C••G:C triads. In addition, the Kₐ for each of the 2’,4’-BNA NC-modified TFOs at pH 6.8 was ~10-fold larger than that observed for Pyr15TM at pH 6.8 (Table 4), indicating that the 2’,4’-BNA NC modification of TFO increased the Kₐ for the pyrimidine motif triplex formation at neutral pH, which is consistent with the results of EMSA (Figure 4). The increase in the Kₐ by the 2’,4’-BNA NC modification of TFO was similar in magnitude among the four 2’,4’-BNA NC-modified TFOs. Also, although the Kₐ and ΔG for the triplex formation with each of the 2’,4’-BNA NC-modified TFOs at pH 6.8 and those with Pyr15TM at pH 6.1 were quite similar, the constituents of ΔG, that is, ΔH and ΔS, were obviously different from each other (Table 4). The magnitudes of the negative ΔH and ΔS for each of the 2’,4’-BNA NC-modified TFOs at pH 6.8 were significantly smaller than those observed for Pyr15TM at pH 6.1 (Table 4).

<table>
<thead>
<tr>
<th>TFO</th>
<th>pH</th>
<th>Kₐ (M⁻¹)</th>
<th>Kₐ (relative)</th>
<th>ΔG (kcal mol⁻¹)</th>
<th>ΔH (kcal mol⁻¹)</th>
<th>ΔS (cal mol⁻¹ K⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pyr15TM</td>
<td>6.1</td>
<td>(5.81 ± 0.99) x 10⁶</td>
<td>13.9</td>
<td>-9.23 ± 0.11</td>
<td>-92.0 ± 1.5</td>
<td>-278 ± 5</td>
</tr>
<tr>
<td>Pyr15TM</td>
<td>6.8</td>
<td>(4.19 ± 2.0) x 10⁵</td>
<td>1.0</td>
<td>-7.67 ± 0.38</td>
<td>-38.5 ± 7.5</td>
<td>-103 ± 26</td>
</tr>
<tr>
<td>Pyr15BNAN</td>
<td>6.8</td>
<td>(5.30 ± 0.45) x 10⁶</td>
<td>12.6</td>
<td>-9.17 ± 0.05</td>
<td>-56.1 ± 1.0</td>
<td>-157 ± 4</td>
</tr>
<tr>
<td>C7-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pyr15BNAN</td>
<td>6.8</td>
<td>(4.10 ± 0.69) x 10⁶</td>
<td>9.8</td>
<td>-9.02 ± 0.11</td>
<td>-62.1 ± 2.4</td>
<td>-178 ± 8</td>
</tr>
<tr>
<td>C7-2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pyr15BNAN</td>
<td>6.8</td>
<td>(3.73 ± 0.43) x 10⁶</td>
<td>8.9</td>
<td>-8.96 ± 0.07</td>
<td>-54.3 ± 1.5</td>
<td>-152 ± 5</td>
</tr>
<tr>
<td>C5-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pyr15BNAN</td>
<td>6.8</td>
<td>(3.82 ± 0.29) x 10⁶</td>
<td>9.1</td>
<td>-8.98 ± 0.05</td>
<td>-53.8 ± 1.1</td>
<td>-150 ± 4</td>
</tr>
<tr>
<td>C5-2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Thermodynamic parameters for the triplex formation between a 23-base pair target duplex (Pur23A•Pyr23T) and a 15-mer TFO (Pyr15TM, Pyr15BNANC7-1, Pyr15BNANC7-2, Pyr15BNANC5-1, or Pyr15BNANC5-2) at 25 °C, obtained from ITC.
Figure 5. Thermodynamic analyses of the pyrimidine motif triplex formation with Pyr15TM or Pyr15NC7-1 at pH 6.8 and with Pyr15TM at pH 6.1 by ITC. (a) Typical ITC profiles for the triplex formation between Pyr15NC7-1 and Pur23APyr23T at 25 °C and pH 6.8. 114.7 µM Pur23APyr23T solution in 10 mM sodium cacodylate-cacodylic acid (pH 6.8), 200 mM NaCl and 20 mM MgCl₂ was injected 20 times in 5-µl increments into 3.58 µM Pyr15NC7-1 solution, which was dialyzed against the same buffer. Injections were occurred over 12 s at 10-min intervals. (b) The titration plots against the molar ratio of [Pur23APyr23T]/[TFO]. The data were fitted by a nonlinear least-squares method.
8. Kinetic analyses of pyrimidine motif triplex formation involving 2′,4′-BNANC-modified TFO at neutral pH

To examine the putative mechanism involved in the increase in $K_a$ of the pyrimidine motif triplex formation by the 2′,4′-BNANC modification of TFO (Figure 4 and Table 4), we assessed the kinetic parameters for the association and dissociation of TFO (Pyr15TM and the 2′,4′-BNANC-modified TFOs) with Pur23A•Pyr23T at 25 °C and pH 6.8 by BIACORE. Figure 6a shows the sensorgrams representing the triplex formation and dissociation involving the various concentrations of Pyr15NC7-1. The injection of Pyr15NC7-1 over the immobilized B(biotinylated)-Pyr23T•Pur23A caused an increase in response. As shown in Figure 6a, an increase in the concentration of Pyr15NC7-1 led to a gradual change in the response of the association curves. The on-rate constant ($k_{on}$) was obtained from the analysis of each association curve. Figure 6b shows a plot of $k_{on}$ against the Pyr15NC7-1 concentrations. The resultant plot was fitted to a straight line by a linear least-squares method. The association rate constant ($k_{assoc}$) was determined from the slope of the fitted line[29,30]. The off-rate constant ($k_{off}$) was obtained from the analysis of each dissociation curve (Figure 6a). $K_a$ was calculated from the equation, $K_a = \frac{k_{assoc}}{k_{dissoc}}$. The kinetic parameters for each of Pyr15TM and other 2′,4′-BNANC-modified TFOs were obtained in the same way.

<table>
<thead>
<tr>
<th>TFO</th>
<th>$k_{assoc}$ (M$^{-1}$ s$^{-1}$)</th>
<th>$k_{assoc}$ (relative)</th>
<th>$k_{dissoc}$ (s$^{-1}$)</th>
<th>$k_{dissoc}$ (relative)</th>
<th>$K_a$ (M$^{-1}$)</th>
<th>$K_a$ (relative)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pyr15TM</td>
<td>(2.01 ± 0.11) x 10$^2$</td>
<td>1.0</td>
<td>(1.05 ± 0.29) x 10$^{-3}$</td>
<td>1.0</td>
<td>(1.91 ± 0.88) x 10$^6$</td>
<td>1.0</td>
</tr>
<tr>
<td>Pyr15BNANC7-1</td>
<td>(3.81 ± 0.60) x 10$^2$</td>
<td>1.9</td>
<td>(6.96 ± 1.14) x 10$^{-5}$</td>
<td>0.066</td>
<td>(5.47 ± 2.10) x 10$^6$</td>
<td>28.6</td>
</tr>
<tr>
<td>Pyr15BNANC7-2</td>
<td>(4.61 ± 0.29) x 10$^2$</td>
<td>2.3</td>
<td>(7.99 ± 0.83) x 10$^{-5}$</td>
<td>0.076</td>
<td>(5.77 ± 1.07) x 10$^6$</td>
<td>30.2</td>
</tr>
<tr>
<td>Pyr15BNANC5-1</td>
<td>(4.60 ± 0.18) x 10$^2$</td>
<td>2.3</td>
<td>(9.36 ± 1.29) x 10$^{-5}$</td>
<td>0.089</td>
<td>(4.91 ± 1.01) x 10$^6$</td>
<td>25.7</td>
</tr>
<tr>
<td>Pyr15BNANC5-2</td>
<td>(4.30 ± 0.67) x 10$^2$</td>
<td>2.3</td>
<td>(6.61 ± 0.81) x 10$^{-5}$</td>
<td>0.063</td>
<td>(6.51 ± 2.06) x 10$^6$</td>
<td>34.1</td>
</tr>
</tbody>
</table>

Table 5. Kinetic parameters for the triplex formation between a 23-base pair target duplex (Pur23A•Pyr23T) and a 15-mer TFO (Pyr15TM, Pyr15BNANC7-1, Pyr15BNANC7-2, Pyr15BNANC5-1, or Pyr15BNANC5-2) at 25 °C and pH 6.8 in 10 mM sodium cacodylate-cacodylic acid, 200 mM NaCl and 20 mM MgCl$_2$, obtained from BIACORE interaction analysis system

Table 5 summarizes the kinetic parameters for the pyrimidine motif triplex formation with each of Pyr15TM and the 2′,4′-BNANC-modified TFOs at 25 °C and pH 6.8, obtained from BIACORE. The magnitudes of $K_a$ calculated from the ratio of $k_{assoc}$ to $k_{dissoc}$ (Table 5) were consistent with those obtained from ITC (Table 4). The $K_a$ for each of the 2′,4′-BNANC-modified TFOs at pH 6.8 was ~30-fold larger than that observed for Pyr15TM at pH 6.8, indicating that the 2′,4′-BNANC modification of TFO increased the $K_a$ of the pyrimidine motif triplex formation at neutral pH, which supported the results of EMSA (Figure 4) and ITC (Table 4). The 2′,4′-BNANC modification of TFO decreased $k_{dissoc}$ by ~15-fold, while it
moderately increased $k_{\text{assoc}}$ by ~2-fold. Thus, the much larger $K_a$ by the $2',4'$-BNA$^\text{NC}$ modification of TFO resulted mainly from the decrease in $k_{\text{dissoc}}$ rather than the increase in $k_{\text{assoc}}$.

![Figure 6](image)

**Figure 6.** Kinetic analyses of the pyrimidine motif triplex formation with Pyr15NC7-1 in 10 mM sodium cacodylate-cacodylic acid (pH 6.8), 200 mM NaCl and 20 mM MgCl2 by BIACORE interaction analysis system. (a) A series of sensorgrams for the triplex formation and the dissociation of the formed triplex between Pyr15NC7-1 and Pur23APyr23T at 25 °C and pH 6.8. The Pyr15NC7-1 solutions, diluted in the buffer to achieve the indicated final concentrations, were injected into the Bt-Pyr23TPur23A-immobilized cuvette. The binding of Pyr15NC7-1 to Bt-Pyr23TPur23A and the dissociation of Pyr15NC7-1 from Bt-Pyr23TPur23A were monitored as the response against time. (b) Measured on-rate constants, $k_{\text{on}}$, of the triplex formation in (a) were plotted against the respective concentrations of Pyr15NC7-1. The plot was fitted to a straight line ($r^2 = 0.97$) by a linear least-squares method.
9. Increased stability of 2',4'-BNA\textsuperscript{NC}-modified oligonucleotides in human serum against nuclease degradation

A major difficulty associated with the use of oligonucleotides as \textit{in vivo} agents is the rapid degradation of oligonucleotides by nuclease \textit{in vivo}\cite{8}. To propose the possibility for the application of 2',4'-BNA\textsuperscript{NC}-modified oligonucleotides to the various strategies \textit{in vivo}, we examined the resistance of the 2',4'-BNA\textsuperscript{NC}-unmodified (Pyr15TM) or 2',4'-BNA\textsuperscript{NC}-modified oligonucleotides against nuclease degradation in human serum. The series of oligonucleotides 5'-end labeled with $^{32}$P were incubated at 37 °C in human serum, and their degradation was assessed by 15 % native polyacrylamide gel electrophoresis (Figure 7). All of Pyr15TM was degraded and converted to shorter oligonucleotides within 20 min of incubation. In contrast, no significant degradation of Pyr15NC7-2 and Pyr15NC5-2 was observed even after 120 min of incubation. These results indicate that the 2',4'-BNA\textsuperscript{NC} modification contributed to increase the stability of TFOs in human serum. Because Pyr15NC7-1 and Pyr15NC5-1 containing the 2',4'-BNA\textsuperscript{NC} modification at the 5'-end were unable to be labeled with $^{32}$P by T4 polynucleotide kinase, the stability of Pyr15NC7-1 and Pyr15NC5-1 in human serum was impossible to be examined. Thus, to investigate the resistance of all TFOs including Pyr15NC7-1 and Pyr15NC5-1 against nuclease degradation, their degradation was estimated by anion-exchange HPLC after incubating the TFOs at 37 °C in human serum. Figure 8 shows the percentage of the intact oligonucleotides as a function of the incubation time. Only 20 % of intact Pyr15TM was detected after 20 min of incubation with human serum, and Pyr15TM was completely degraded within 60 min. On the other hand, more than 50 % of the 2',4'-BNA\textsuperscript{NC}-modified TFOs remained intact even after 120 min of incubation with human serum. These results indicate that the 2',4'-BNA\textsuperscript{NC} modification significantly increased the nuclease resistance of TFOs in human serum. The results of anion-exchange HPLC are consistent with those of native polyacrylamide gel electrophoresis (Figure 7).

10. Excellent antisense effect of 2',4'-BNA\textsuperscript{NC}-modified antisense oligonucleotides on the expression level of PCSK9 mRNA

We examined \textit{in vitro} antisense effect of 2',4'-BNA\textsuperscript{NC}-modified antisense oligonucleotides (Figure 1d) on the expression level of PCSK9 mRNA. A series of the concentrations of 2',4'-BNA\textsuperscript{NC}-modified antisense oligonucleotides were transfected into mouse hepatocyte cell line, NMuLi, by lipofectamine 2000. Total RNA was extracted from the cells at 24 hr after the transfection. The expression level of PCSK9 mRNA was quantitated by real-time RT-PCR relative to that of control housekeeping GAPDH mRNA. In all cases of the 2',4'-BNA\textsuperscript{NC}-modified antisense oligonucleotides, the expression level of PCSK9 mRNA was decreased upon increasing the concentration of the 2',4'-BNA\textsuperscript{NC}-modified antisense oligonucleotides (Figure 9). The 2',4'-BNA\textsuperscript{NC}-modified antisense oligonucleotides showed the excellent antisense effect to reduce the expression level of PCSK9 mRNA.
Figure 7. Stability of the specific TFOs (Pyr15TM, Pyr15BNANC7-2, and Pyr15BNANC5-2) in human serum. 2 pmol ³²P-labeled TFOs were incubated in human serum at 37°C, and aliquots were removed at the time points indicated and analyzed by 15% native polyacrylamide gel electrophoresis.

Figure 8. Stability of the specific TFOs (Pyr15TM, Pyr15NC7-1, Pyr15NC7-2, Pyr15NC5-1, and Pyr15NC5-2) in human serum. 1 nmol TFOs were incubated in human serum at 37 °C, and aliquots were removed at the time points indicated and analyzed by anion-exchange HPLC. The percentage of the intact oligonucleotides was determined and plotted as a function of the incubation time.
Figure 9. Relative expression level of PCSK9 mRNA as a function of the concentrations of 2',4'-BNA<sup>NC</sup>-modified antisense oligonucleotide. The expression level of PCSK9 mRNA was quantitated by real-time RT-PCR relative to that of control housekeeping GAPDH mRNA. The expression level of PCSK9 mRNA with the addition of 2',4'-BNA<sup>NC</sup>-modified antisense oligonucleotide was divided by that without the addition of the antisense oligonucleotide to obtain relative expression level of PCSK9 mRNA.

11. Discussion

The $T_m$ value of the duplex formed between the 2',4'-BNA<sup>NC</sup>-modified oligonucleotide and the complementary ssRNA or ssDNA was significantly higher than that of the duplex formed between the corresponding unmodified oligonucleotide and the same complementary ssRNA or ssDNA (Table 1). The $\Delta T_m$/modification value for the complementary ssRNA was significantly larger than that for the corresponding complementary ssDNA (Table 1), indicating that the 2',4'-BNA<sup>NC</sup>-modified oligonucleotide selectively bound to the complementary ssRNA with high affinity. In addition, the 2',4'-BNA<sup>NC</sup>-modified oligonucleotide recognized the base in the complementary strand with
high selectivity (Table 2). These results indicate that the 2',4'-BNA$^{NC}$-modification of oligonucleotide promotes the duplex formation involving the complementary ssRNA with high sequence selectivity at neutral pH.

The $K_a$ of the pyrimidine motif triplex formation with Pyr15TM at pH 6.1 was ~10-fold larger than that observed with Pyr15TM at pH 6.8 (Table 4), which is consistent with the previously reported results that neutral pH is unfavorable for the pyrimidine motif triplex formation involving C·G:C triads[5-7]. On the other hand, the $K_a$ of the pyrimidine motif triplex formation with each of the 2',4'-BNA$^{NC}$-modified TFOs at pH 6.8 was ~10-fold larger than that observed with Pyr15TM at pH 6.8 (Table 4). The increase in $K_a$ at neutral pH by the 2',4'-BNA$^{NC}$ modification of TFO was supported by the results of EMSA (Figure 4) and BIACORE (Table 5), although the magnitudes of $K_a (=1/K_d)$ were different between EMSA (Figure 4) and each of ITC (Table 4) or BIACORE (Table 5) due to the difference in the experimental buffer conditions. In addition, the 2',4'-BNA$^{NC}$ modification of TFO increased the thermal stability of the pyrimidine motif triplex at neutral pH (Figure 2 and Table 3). These results indicate that the 2',4'-BNA$^{NC}$ modification of TFO promotes the pyrimidine motif triplex formation at neutral pH.

Because the formed triplex structure involving Pyr15TM at pH 6.1 and that involving Pyr15TM at pH 6.8 are the same, the magnitude of $\Delta H$ and $\Delta S$ upon the triplex formation measured by ITC could be the same between the two conditions. However, the magnitudes of $\Delta H$ and $\Delta S$ for Pyr15TM at pH 6.8 were significantly smaller than those observed for Pyr15TM at pH 6.1 (Table 4). When the $\Delta H$ and $\Delta S$ are calculated from the fitting procedure of ITC, the heat observed by ITC is divided not by the effective concentration really involved in the triplex formation, but by the apparent concentration added to the triplex formation[28]. The calculation does not take it into consideration how many percentage of the added concentration is really effectively involved in the triplex formation. Thus, if the triplex formation is substoichiometric under a certain condition, the magnitudes of $\Delta H$ and $\Delta S$ for the substoichiometric triplex formation estimated by ITC should be smaller than those observed for the more stoichiometric triplex formation under another condition. Therefore, the significantly smaller magnitudes of $\Delta H$ and $\Delta S$ for Pyr15TM at pH 6.8 relative to those for Pyr15TM at pH 6.1 (Table 4) suggest that the triplex formation with Pyr15TM at pH 6.8 was significantly more substoichiometric than that with Pyr15TM at pH 6.1, which was also supported by the significantly smaller magnitudes of $K_a$ and $\Delta G$ for Pyr15TM at pH 6.8 (Table 4). In the substoichiometric triplex formation, the cytosine bases in the TFO may be protonated to a lesser extent, resulting in weaker hydrogen bonding interactions and possibly also weaker base stacking interactions. In contrast, the $K_a$ and $\Delta G$ for Pyr15TM at pH 6.1 and those for the 2',4'-BNA$^{NC}$-modified TFOs at pH 6.8 were quite similar (Table 4), suggesting that the triplex formations under these conditions were similarly quite stoichiometric. Thus, to discuss the promotion mechanism of the triplex formation by the 2',4'-BNA$^{NC}$ modification of TFO, the comparison of the $\Delta H$ and $\Delta S$ between Pyr15TM at pH 6.8 and the 2',4'-BNA$^{NC}$-modified TFOs at pH 6.8 is not valid due to the significant substoichiometry for Pyr15TM at pH 6.8. The comparison of the $\Delta H$ and $\Delta S$ between Pyr15TM at pH 6.1 and the 2',4'-BNA$^{NC}$-modified TFOs at pH 6.8 with similar stoichiometry
will provide reasonable promotion mechanism of the triplex formation by the 2',4'-BNA\textsubscript{NC} modification of TFO, as discussed in the following.

Although the \( K_a \) and \( \Delta \text{G} \) for Pyr15TM at pH 6.1 and those for the 2',4'-BNA\textsubscript{NC}-modified TFOs at pH 6.8 were quite similar (Table 4), the constituents of \( \Delta \text{G} \), that is, \( \Delta \text{H} \) and \( \Delta \text{S} \), were obviously different. The magnitudes of the negative \( \Delta \text{H} \) and \( \Delta \text{S} \) for the 2',4'-BNA\textsubscript{NC}-modified TFOs at pH 6.8 were smaller than those observed for Pyr15TM at pH 6.1 (Table 4). The observed negative \( \Delta \text{H} \) upon the triplex formation reflects major contributions from the hydrogen bonding and the base stacking involved in the triplex formation, the protonation of the cytosine bases upon the hydrogen bonding, and the accompanying deprotonation of the cacodylate buffer releasing the protons to bind with the cytosine bases[33-35]. The immobilization of electrostricted water molecules around polar atoms upon the triplex formation is also considered to be the major sources of the observed negative \( \Delta \text{H} \) upon the triplex formation[33-35]. Because the degree of the protonation may be similar between the 2',4'-BNA\textsubscript{NC}-modified TFOs at pH 6.8 and Pyr15TM at pH 6.1 due to the similar stoichiometry discussed above and the protons to bind with the cytosine bases are released from the same cacodylate buffer in both cases, the \( \Delta \text{H} \) derived from the protonation of the cytosine bases and the accompanying deprotonation of the cacodylate buffer should be similar between the two cases. Also, the CD spectra showed that the higher-order structure of the triplexes with each of the 2',4'-BNA\textsubscript{NC}-modified TFOs was quite similar to that with the corresponding unmodified TFO (Figure 3), suggesting no significant change in the hydrogen bonding and/or the base stacking of the triplex by the 2',4'-BNA\textsubscript{NC}-modification. Thus, the difference in \( \Delta \text{H} \) between the 2',4'-BNA\textsubscript{NC}-modified TFOs at pH 6.8 and Pyr15TM at pH 6.1 (Table 4) should mainly result from the contribution that the 2',4'-BNA\textsubscript{NC}-modification may change the degree of the immobilization of water molecules around the polar atoms of the triplex. The polar nitrogen atom in the aminomethylene chain to bridge 2'-O and 4'-C of the sugar moiety may possibly achieve such change. On the other hand, the observed \( \Delta \text{S} \) upon the triplex formation is mainly contributed by the two factors, a negative conformational entropy change due to the conformational restraint of TFO involved in the triplex formation, and a positive dehydration entropy change from the release of structured water molecules surrounding the TFO and the target duplex upon the triplex formation[33-35]. Therefore, one of the reason for the smaller magnitudes of the negative \( \Delta \text{S} \) for the 2',4'-BNA\textsubscript{NC}-modified TFOs at pH 6.8 in comparison with that for Pyr15TM at pH 6.1 (Table 4) may be based on the negative conformational entropy change. The 2',4'-BNA\textsubscript{NC}-modified TFO in the free state may be more rigid than the corresponding unmodified TFO, because the 2'-O and 4'-C positions of the sugar moiety of the 2',4'-BNA\textsubscript{NC} are bridged with the aminomethylene chain. The increased rigidity in the free state may cause the smaller loss of the conformational entropy upon the triplex formation with the 2',4'-BNA\textsubscript{NC}-modified TFO. Another reason for the smaller magnitudes of the negative \( \Delta \text{S} \) for the 2',4'-BNA\textsubscript{NC}-modified TFOs at pH 6.8 relative to that for Pyr15TM at pH 6.1 (Table 4) may be derived from the positive dehydration entropy change. The nitrogen atom in the aminomethylene chain may result in the increased degree of hydration of the 2',4'-BNA\textsubscript{NC}-modified TFO in the free state. The increased degree of hydration in the free state may cause the larger gain of the dehydration entropy upon the triplex formation with the 2',4'-BNA\textsubscript{NC}-modified TFO. We
conclude that the smaller loss of the conformational entropy due to the increased rigidity in the free state and the larger gain of the dehydration entropy due to the increased degree of hydration in the free state may result in the smaller magnitudes of the negative $\Delta S$ for the 2',4'-BNA$^\text{NC}$-modified TFOs at pH 6.8, which provides a favorable component to the $\Delta G$ and leads to the increase in the $K_a$ of the triplex formation at neutral pH.

The increase in the $K_a$ by the 2',4'-BNA$^\text{NC}$ modification was similar in magnitude among the four modified TFOs (Figure 4 and Tables 4 and 5), indicating that the number and position of the 2',4'-BNA$^\text{NC}$ modification did not significantly affect the magnitude of the increase in the $K_a$ at neutral pH. The increased rigidity and the increased degree of hydration themselves of the 2',4'-BNA$^\text{NC}$-modified TFO may be more important to achieve the increase in the $K_a$ at neutral pH than the variation of the number and position of the 2',4'-BNA$^\text{NC}$ modification. Thus, other modification strategies to gain the increased rigidity of TFO and the increased degree of hydration of TFO may be also useful to increase the $K_a$ at neutral pH.

Kinetic data have demonstrated that the 2',4'-BNA$^\text{NC}$ modification of TFO considerably decreased the $k_{\text{dissoc}}$ of the pyrimidine motif triplex formation at neutral pH (Table 5). The decrease in the $k_{\text{dissoc}}$ is a plausible kinetic reason to explain the remarkable gain in the $K_a$ at neutral pH by the 2',4'-BNA$^\text{NC}$ modification (Figure 4 and Tables 4 and 5). Both our group[35] and others[36] have previously proposed a model that triplexes form along nucleation-elongation processes: in a nucleation step only a few base contacts of the Hoogsteen hydrogen bonds may be formed between TFO and the target duplex, and this may be followed by an elongation step in which Hoogsteen base pairings progress to complete triplex formation. Both groups[35, 36] have also suggested that the observed $K_a$, which is the ratio of $k_{\text{assoc}}$ to $k_{\text{dissoc}}$, may mostly reflect a rapid equilibrium of the nucleation step, which is probably the rate-limiting process of the triplex formation. In this sense, the 2',4'-BNA$^\text{NC}$ modification is considered to slow the collapse of the nucleation intermediate using the increased rigidity and the increased degree of hydration of 2',4'-BNA$^\text{NC}$-modified TFO to increase the $K_a$ of the pyrimidine motif triplex formation.

The nuclease resistance of the 2',4'-BNA$^\text{NC}$-modified TFO in human serum was significantly higher than that of the unmodified TFO (Figures 7 and 8). The 2',4'-BNA$^\text{NC}$ modification increased the nuclease resistance of TFOs in human serum. Previously, the nuclease resistance of the phosphorothioate backbone, in which a nonbridging oxygen of a phosphodiester group was replaced by a sulfur atom, was known to be significantly higher than that of the unmodified backbone[37,38]. However, the $K_a$ of the triplex formation with the phosphorothioate modified TFO was significantly smaller than that with the unmodified TFO[39,40]. Thus, the phosphorothioate modification increased the nuclease resistance of TFO, but it decreased the triplex forming ability. On the other hand, as discussed above, the 2',4'-BNA$^\text{NC}$ modification of TFO increased the triplex forming ability at neutral pH (Figure 4 and Tables 4 and 5). Therefore, the 2',4'- BNA$^\text{NC}$ modification enhanced both the nuclease resistance of TFO and the triplex forming ability at neutral pH. We conclude that due to these excellent properties the 2',4'-BNA$^\text{NC}$ modification may be more favorable than the phosphorothioate modification upon the application of TFO to the various triplex formation-based strategies in vivo.
The 2',4'-BNA<sup>NC</sup>-modified antisense oligonucleotides showed the excellent antisense effect to reduce the expression level of PCSK9 mRNA (Figure 9). As discussed above, the 2',4'-BNA<sup>NC</sup>-modified oligonucleotides exhibited significantly higher binding affinity with complementary ssRNA than unmodified oligonucleotides (Table 1). Also, the 2',4'-BNA<sup>NC</sup> modification significantly increased the nuclease resistance of oligonucleotides in human serum (Figures 7 and 8). The significantly higher binding affinity with complementary ssRNA and the significantly higher nuclease resistance of oligonucleotides in human serum may achieve the excellent antisense effect of the 2',4'-BNA<sup>NC</sup>-modified antisense oligonucleotides. We conclude that the 2',4'-BNA<sup>NC</sup>-modified antisense oligonucleotides may be useful to reduce the expression level of the target mRNA.

12. Conclusion

The present study has clearly indicated that the 2',4'-BNA<sup>NC</sup> modification increased the thermal stability of the duplex with complementary ssRNA and ssDNA at neutral pH. It has also clearly demonstrated that the 2',4'-BNA<sup>NC</sup> modification of TFO increased not only the thermal stability of the pyrimidine motif triplex but also the $K_a$ of the pyrimidine motif triplex formation at neutral pH by more than 10-fold, which mainly resulted from the considerable decrease in the $k_{\text{dissoc}}$. It has also revealed that the 2',4'-BNA<sup>NC</sup> modification of TFO significantly increased the nuclease resistance of TFO in human serum. Our results certainly support the idea that the 2',4'-BNA<sup>NC</sup>-modified oligonucleotides may have a potential to be applied to the various duplex and triplex formation-based strategies in vivo, such as regulation of gene expression by antisense and antigene technology, mapping of genomic DNA, and gene-targeted mutagenesis. In fact, the 2',4'-BNA<sup>NC</sup>-modified antisense oligonucleotides showed the excellent antisense effect to reduce the expression level of the target mRNA. In addition, the present study has revealed that the increased rigidity and the increased degree of hydration of the 2',4'-BNA<sup>NC</sup>-modified TFO in the free state may enable the significant increase in the $K_a$ for the pyrimidine motif triplex formation at neutral pH. We conclude that the design of oligonucleotides to bridge different positions of sugar moiety with polar atom-containing alkyl chain for the increased rigidity and the increased degree of hydration is certainly a promising strategy for the promotion of the duplex and triplex formation under physiological condition, and may eventually lead to progress in various duplex and triplex formation-based strategies in vivo.
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1. Introduction

The transient receptor potential vanilloid 4 (TRPV4) cation channel, a member of the TRP vanilloid subfamily, is expressed in a broad range of tissues, in which it contributes to the generation of Ca²⁺ signals and/or depolarization of membrane potential. TRPV4 is a polymodal Ca²⁺-permeable cation channel with a length of 871 amino acids. It shows very prominent outward rectification, rarely opening upon hyperpolarization. Mutational analyses suggest that outward rectification is governed by a gating mechanism independent of the main intracellular gates [1-4]. The predicted TRPV4 structure harbors six membrane-spanning domains with a pore loop, an N-terminal domain with at least three ankyrin repeats, and a C-terminal domain residue within the cytoplasm [3-5]. These characters are common features in all six TRPVs (TRPV1–6). However, although the TRPV family shows similar characteristics (Fig. 1), each member has its own distinguishable functions from other TRPVs.

The participation of TRPV4 in osmo and mechanotransduction is relevant to several important functions, including cellular and systemic volume homeostasis, arterial dilation, nociception, bladder voiding, and the regulation of ciliary beat frequency. TRPV4 channel activity can be sensitized by coapplying a variety of stimuli and by the participation of a number of cell signaling pathways, which suggests the presence of different regulatory sites. In this regard, several proteins have been proposed to modulate TRPV4 subcellular localization and/or function: microtubule-associated protein 7, calmodulin, F-actin, and pacsin3 [5, 6]. Other studies have demonstrated a functional and physical interaction between inositol trisphosphate receptor 3 and TRPV4, which sensitizes the latter to the mechanosensitive and osmotic transduction mediator 5'-6'-epoxieicosatrienoic acid. TRPV4 is also
responsive to temperature, endogenous arachidonic acid (AA) metabolites, and phorbol esters, including 4-α phorbol 12, 13-didecanoate (4-αPDD), and participates in receptor-operated Ca\textsuperscript{2+} entry; thus, showing multiple activation modes [1-7]. However, the precise manner in which TRPV4 is regulated in the cell by these protein interactions, chemicals, and stimuli remains to be clearly established.

2. Naturally occurring TRPV4 mutants and genetic disorders

Few naturally occurring TRPV4 mutants have been identified. Interestingly, most of these mis-sense and nonsense point mutations are linked with the development of genetic disorders in humans and a detailed list of naturally occurring TRPV4 mutations and related disease has been documented (Table 1 and Fig. 1). Here, I discuss some of these mutations that have gained importance in terms of genetic diseases [4-6].

2.1. Serum sodium level quantitative trait locus (hyponatremia)

Tian et al. (2009) demonstrated that the rs3742030 single nucleotide polymorphism in the TRPV4 gene (P19S) is significantly associated with serum sodium concentration. After this discovery, hyponatremia was defined as serum sodium < 135 mEq/L in non-Hispanic Caucasian male populations. In heterologous expression studies in HEK293 cells, P19S mutant channels show a diminished response to hypotonic stress and to the osmotransducing lipid epoxyeicosatrienoic acid compared to that in wild-type channels. The P19S polymorphism affects TRPV4 function in vivo and likely influences systemic water balance on a population wide basis [8].

2.2. Chronic obstructive pulmonary disease (COPD)

COPD is characterized by airway epithelial damage, bronchoconstriction, parenchymal destruction, and mucus hypersecretion. Upon activation by a broad range of stimuli, TRPV4 functions to control airway epithelial cell volume and epithelial and endothelial permeability; it also triggers bronchial smooth muscle contraction and participates in autoregulation of mucociliary transport [9, 10]. These TRPV4 functions may be important for regulating COPD pathogenesis; thus, TRPV4 is a candidate COPD gene. The TRPV4 P19S mutant, which is also characterized as the cause of hyponatremia, is observed in patients with COPD.

2.3. Brachyolmia type 3 (BRAC3) [MIM:113500]

BRAC3 has been characterized using linkage analysis and candidate gene sequencing. Rock et al. found that some patients affected with brachyolmia have a TRPV4 missense mutation, specifically at positions R616Q or V620I [11]. These mutations are located in the fifth transmembrane region, which is part of the functional pore. Each of these two mutations increases basal level activity when compared to the wild-type TRPV4. Additionally, the response to 4-αPDD (a TRPV4 specific agonist) is greater in mutants when compared with
that in the wild-type [11]. This result also indicates that these two mutations preferably stabilize TRPV4 in its “open stage”, resulting in constitutive channel activity. BRAC3 constitutes a clinically and genetically heterogeneous group of skeletal dysplasias characterized by a short trunk, scoliosis, and mild short stature. BRAC3 is an autosomal dominant form in which patients have severe kyphoscoliosis and flattened, irregular cervical vertebrae[11].

BRAC3, causing a R616Q gain-of-function channel, was examined and found to increase whole-cell current densities compared with that in wild-type channels. A single-channel analysis revealed that R616Q channels maintain mechanosensitivity but have greater constitutive activity and no change in unitary conductance or rectification [12]. BRAC3 ranges from mild autosomal-dominant BO, diagnosed by a shortened spine with characteristic vertebral defects and minor defects in the long bones to metatropic dysplasia characterized by more prominent spine defects as well as pronounced abnormalities in the articular skeleton resulting in short dumbbell-shaped long bones, which leads to prenatal lethality in its severest form [13].

2.4. Metatropic dysplasia (MTD) [MIM:156530]

MTD is a clinical heterogeneous skeletal dysplasia characterized by short extremities, a short trunk with progressive kyphoscoliosis, and craniofacial abnormalities that include a prominent forehead, midface hypoplasia, and a squared-off jaw [14]. Dominant mutations in the gene encoding TRPV4, a calcium permeable ion channel, have been identified in all 10 of a series MTD cases, ranging in severity from mild to perinatal lethal [14]. MTD is also called metatropic dwarfism. Metatropic dysplasia is a severe spondyloepimetaphyseal dysplasia characterized by short limbs, enlarged joints, and usually severe kyphoscoliosis [15]. Radiological features include severe platyspondyly, severe metaphyseal enlargement, and shortening of long bones. TRPV4 I331F and P799L mutants induce MTD [16, 17]. As all the above mentioned mutants are naturally occurring, these mutants are not embryonically lethal (as most lethal mutants are naturally excluded from the population). It is also important to note that none of these mutants show complete loss of their prime function, i.e., ion conductivity [12].

Several experimental results suggest that some of these mutants even have enhanced channel opening. These results demonstrate that the lethal form of the disorder is dominantly inherited and suggest locus homogeneity in the disease. Furthermore, electrophysiological studies have shown that the mutations activate the TRPV4 channel, indicating that the mechanism of the disease may result from increased calcium in chondrocytes [12, 16, 17].

Histological studies in two cases of lethal MTD revealed markedly disrupted endochondral ossification, with reduced numbers of hypertrophic chondrocytes and the presence of islands of cartilage within the primary mineralization zone [16]. These data suggest that altered chondrocyte differentiation in the growth plate leads to the clinical findings of MTD [18].
2.5. Distal spinal muscular atrophy congenital non-progressive (DSMAC) [MIM:600175]

DSMAC (also called hereditary motor and sensory neuropathy, Type IIC; HMSN2C) is a clinically variable, neuromuscular disorder characterized by a congenital lower motor neuron disorder restricted to the lower part of the body[19]. Clinical manifestations include nonprogressive muscular atrophy, thigh muscle atrophy, weak thigh adductors, weak knee and foot extensors, minimal jaw muscle and neck flexor weakness, flexion contractures of the knees and pes equinovarus. However, tendon reflexes are normal [20].

Inheritance is autosomal dominant. The R315W mutation has been identified in an unrelated family that also had HMSN2C [21]. Auer-Grumbach et al. identified two additional TRPV4 mutations (R269H and R316C) in affected members of three additional families with these three phenotypes, indicating that they are allelic disorders [22]. All three mutations occurred at the outer helices of the ANK4 and ANK5 domains, in the N-terminal cytoplasmic domain (Fig. 1). In vitro functional expression studies in HeLa cells show that the mutant protein forms cytoplasmic aggregates and has reduced surface expression, as well as an impaired response to stimulus-dependent channel activity. These results suggest that the mutations interfere with normal channel trafficking and function [21, 22]. Furthermore, Auer-Grumbach et al. identified a different heterozygous mutation in the TRPV4 gene (R315W; 605427.0008) in a patient with congenital distal SMA whose other family members with the same mutation had phenotypes consistent with hereditary motor and sensory neuropathy-2 or scapuloperoneal spinal muscular atrophy; thus, proving that these are allelic disorders with overlapping phenotypes[21, 22].

2.6. Spondyloepiphyseal dysplasia Maroteaux type (SEDM) [MIM:184095]

SEDM is a clinically variable spondyloepiphyseal dysplasia with manifestations limited to the musculoskeletal system [23]. Clinical features of SEDM include short stature, brachydactyly, platyspondyly, short and stubby hands and feet, epiphyseal hypoplasia of the large joints, and iliac hypoplasia; however, the patients have normal intelligence [23, 24]. Genetic mapping of patients affected with this disease show a missense mutation in TRPV4, either E183K, Y602C, or E797K [25]. Channel activity of the TRPV4 E797K mutant in HEK293 cells is constitutively active, consistent with the argument that the effects in TRPV4 are the cause SEDM [25]. SEDM is a clinically variable spondyloepiphyseal dysplasia with manifestations limited to the musculoskeletal system. Clinical features include short stature, brachydactyly, platyspondyly, short and stubby hands and feet, epiphyseal hypoplasia of the large joints, and iliac hypoplasia [26]. Both SEDM and parastremmatic dysplasia are part of the TRPV4 dysplasia family and TRPV4 mutations show considerable variability in phenotypic expression resulting in distinct clinical-radiographic phenotypes.

2.7. Parastremmatic dwarfism (PSTD) [MIM:168400]

PSTD is also characterized by defects in TRPV4 which is a bone dysplasia characterized by severe dwarfism, kyphoscoliosis, distortion, and bowing of the extremities, and contractures
of the large joints [27]. The disease is radiographically characterized by a combination of decreased bone density, bowing of the long bones, platyspondyly, and striking irregularities of endochondral ossification with areas of calcific stippling and streaking in radiolucent epiphyses, metaphyses, and apophyses [27].

In a 7-year-old girl with PSTD, Nishimura et al. (2010) analyzed the TRPV4 candidate gene and identified heterozygosity for a missense mutation (R594H; 605427.0003), which had previously been found in patients with the Kozlowski type of spondylometaphyseal dysplasia (SMDK; 184252)[25]. However, in patients with the Kozlowski type of spondylometaphyseal dysplasia (SMDK; 184252), Krakow et al. (2009) identified a 1781G-A transition in exon 11 of the TRPV4 gene, resulting in an arg594-to-his (R594H) substitution in the cytoplasmic S4 domain [12]. Thus, both PSTD and SMDK, which are caused by a TRPV4 mutation, seem to be associated with increased basal intracellular calcium ion concentration and intracellular calcium activity [12, 16, 25]. However, the Kozlowski type of spondylometaphyseal dysplasia (SMDK; 184252) is different from SEDM at TRPV4 mutation sites (E183K Y602C or E797K) [23-25].

2.8. Charcot–Maries–Tooth disease type 2C (CMT2C) and scapuloperoneal spinal muscular atrophy (SPSMA) [MIM:606071]

CMT2C is an axonal form of Charcot–Marie–Tooth disease, a disorder of the peripheral nervous system, characterized by progressive weakness and atrophy, initially of the peroneal muscles and later of the distal muscles of the arms [28]. Charcot–Marie–Tooth disease is classified into two main groups based on electrophysiological properties and histopathology: primary peripheral demyelinating neuropathies (designated CMT1 when they are dominantly inherited) and primary peripheral axonal neuropathies (CMT2) [29]. CMT2 group neuropathies are characterized by signs of axonal regeneration in the absence of obvious myelin alterations, normal or slightly reduced nerve conduction velocities, and progressive distal muscle weakness and atrophy [28, 29]. Nerve conduction velocities are normal or slightly reduced. CMT2C and SPSMA are also known as hereditary motor and sensory neuropathy type 2 (HMSN2C) [30, 31]. Patients with SPSMA are characterized by weakness of the scapular muscle and bone abnormalities. CMT2C leads to weakness of distal limbs, vocal cords, and often impairs hearing and vision [32]. Genetic analyses of these patients show the presence of TRPV4 missense mutations, particularly at the R269H, R315W, and R316C positions. [31, 33]

2.9. Familial digital arthropathy-brachydactyly (FDAB)

FDAB is a dominantly inherited condition that is characterized by aggressive osteoarthropathy of the fingers and toes and consequent shortening of the middle and distal phalanges [34]. Lamandé et al. showed that FDAB is caused by mutations encoding p.Gly270Val, p.Arg271Pro, and p.Phe273Leu substitutions in the intracellular ankyrin-repeat domain of the TRPV4 cation channel. The TRPV4 mutant in HEK-293 cells shows that the
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Mutant proteins have poor cell-surface localization. TRPV4 mutations that reduce channel activity cause a third phenotype, inherited osteoarthropathy, and show the importance of TRPV4 activity in articular cartilage homeostasis. Thus, the TRPV4 mutant (G270V, R271P, Y273L) also seems to be related with FDAB [34].

3. Conclusions and perspective

The TRPV4 functional Ca$^2+$ channel consists of homo tetramer subunits [35]. TRPV4 and TRPC1 can coassemble to form heteromeric TRPV4–C1 channels [36, 37]. Because the TRPV4 ankyrin repeat is responsible for its channel self-assembly in the cell line, mutations in the TRPV4 ankyrin domain also seem to affect channel assembly in humans, as shown in the many genetic disorders (Fig. 1 and Table 1).

![Figure 1. The naturally mutation sites on human TRPV4.](image-url)
<table>
<thead>
<tr>
<th>Mutation</th>
<th>Residue</th>
<th>Change in charge</th>
<th>Domain/motif affected</th>
<th>Effects on ion conductivity</th>
<th>Genetic disorder</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 C144T (exon 2)</td>
<td>P19S</td>
<td>Nonpolar to polar</td>
<td>N-terminal</td>
<td>Less conductivity</td>
<td>Hyponatermia COPD</td>
</tr>
<tr>
<td>2 C366T (exon 2)</td>
<td>T89I</td>
<td>Polar (uncharged) to nonpolar</td>
<td>N-terminal</td>
<td>Not done</td>
<td>Metatropic dysplasia</td>
</tr>
<tr>
<td>3 G547A (exon 3)</td>
<td>E183K</td>
<td>Negative to plus</td>
<td>ARD1</td>
<td>Not done</td>
<td>SEDM-PM2</td>
</tr>
<tr>
<td>4 A590G (exon 4)</td>
<td>K197R</td>
<td>Plus to plus</td>
<td>ARD2</td>
<td>Not done</td>
<td>Metatropic dysplasia</td>
</tr>
<tr>
<td>5 -</td>
<td>L199F</td>
<td>Nonpolar to aromatic</td>
<td>ARD2</td>
<td>Not done</td>
<td>Metatropic dysplasia</td>
</tr>
<tr>
<td>6 G806A (exon 5)</td>
<td>R269H</td>
<td>Plus to plus</td>
<td>ARD3</td>
<td>Less conductivity</td>
<td>SMA</td>
</tr>
<tr>
<td>7 G806A (exon 5)</td>
<td>R269H</td>
<td>Plus to plus</td>
<td>ARD3</td>
<td>More conductivity</td>
<td>CMT2C</td>
</tr>
<tr>
<td>8 G806A (exon 5)</td>
<td>R269H</td>
<td>Plus to plus</td>
<td>ARD3</td>
<td>More conductivity</td>
<td>CMT2C</td>
</tr>
<tr>
<td>9 G806A (exon 5)</td>
<td>R269C</td>
<td>Plus to polar uncharged</td>
<td>ARD3</td>
<td>More conductivity</td>
<td>CMT2C</td>
</tr>
<tr>
<td>10 -</td>
<td>G270V</td>
<td>Nonpolar to polar</td>
<td>ARD3</td>
<td>Not done</td>
<td>FDAB</td>
</tr>
<tr>
<td>11 -</td>
<td>R271P</td>
<td>Plus to nonpolar</td>
<td>ARD3</td>
<td>Not done</td>
<td>FDAB</td>
</tr>
<tr>
<td>12 -</td>
<td>F273L</td>
<td>Aromatic to nonpolar</td>
<td>ARD3</td>
<td>Not done</td>
<td>FDAB</td>
</tr>
<tr>
<td>13 -</td>
<td>E278K</td>
<td>Negative to plus</td>
<td>ARD3</td>
<td>Not done</td>
<td>SMDK</td>
</tr>
<tr>
<td>14 -</td>
<td>T295A</td>
<td>Polar (uncharged) to nonpolar</td>
<td>ARD4</td>
<td>Not done</td>
<td>Metatropic dysplasia</td>
</tr>
<tr>
<td>15 -</td>
<td>R315W</td>
<td>Plus to aromatic</td>
<td>ARD4</td>
<td>Less conductivity</td>
<td>HMSN2C</td>
</tr>
<tr>
<td>16 -</td>
<td>R316C</td>
<td>Plus to polar (uncharged)</td>
<td>ARD4</td>
<td>Less conductivity</td>
<td>HMSN2C</td>
</tr>
<tr>
<td>17 -</td>
<td>I331F</td>
<td>Nonpolar to aromatic</td>
<td>ARD5</td>
<td>Not done</td>
<td>Metatropic dysplasia</td>
</tr>
<tr>
<td>18 -</td>
<td>I331T</td>
<td>Nonpolar to polar (uncharged)</td>
<td>ARD5</td>
<td>Not done</td>
<td>Metatropic dysplasia</td>
</tr>
<tr>
<td>19 -</td>
<td>D333G</td>
<td>Negative to nonpolar</td>
<td>ARD4</td>
<td>More conductivity</td>
<td>SMDK</td>
</tr>
<tr>
<td>20 -</td>
<td>V342F</td>
<td>Nonpolar to aromatic</td>
<td>ARD5</td>
<td>Not done</td>
<td>Metatropic dysplasia</td>
</tr>
<tr>
<td>21 -</td>
<td>F592L</td>
<td>Aromatic to nonpolar</td>
<td>TM4</td>
<td>Not done</td>
<td>Metatropic dysplasia</td>
</tr>
<tr>
<td>22 -</td>
<td>G1781A (exon 11)</td>
<td>R594H</td>
<td>TM4</td>
<td>More conductivity</td>
<td>SMDK</td>
</tr>
<tr>
<td>23 -</td>
<td>A1805G (exon 11)</td>
<td>Y602C</td>
<td>TM4-TM5</td>
<td>Not done</td>
<td>SEDM-PM2</td>
</tr>
<tr>
<td>24 -</td>
<td>C1812G (exon 11)</td>
<td>I604M</td>
<td>TM4-TM5</td>
<td>Not done</td>
<td>Metatropic dysplasia</td>
</tr>
<tr>
<td>Mutation</td>
<td>Residue</td>
<td>Change in charge</td>
<td>Domain/motif effec ted</td>
<td>Effects on ion conductivity</td>
<td>Genetic disorder</td>
</tr>
<tr>
<td>----------</td>
<td>---------</td>
<td>------------------</td>
<td>------------------------</td>
<td>----------------------------</td>
<td>------------------</td>
</tr>
<tr>
<td>22</td>
<td>G1847A (exon 12)</td>
<td>R616Q</td>
<td>Plus to polar uncharged</td>
<td>TM5, pore region</td>
<td>More conductivity</td>
</tr>
<tr>
<td>23</td>
<td>C1851A (exon 12)</td>
<td>F617L</td>
<td>Aromatic to nonpolar</td>
<td>TM5, pore region</td>
<td>Not done</td>
</tr>
<tr>
<td>24</td>
<td>T1853C (exon 12)</td>
<td>L618Q</td>
<td>Nonpolar to polar (uncharged)</td>
<td>TM5, pore region</td>
<td>Not done</td>
</tr>
<tr>
<td>25</td>
<td>G858A (exon 12)</td>
<td>V620I</td>
<td>Nonpolar to nonpolar</td>
<td>TM5, pore region</td>
<td>More conductivity</td>
</tr>
<tr>
<td>26</td>
<td>-</td>
<td>M625I</td>
<td>Nonpolar to nonpolar</td>
<td>TM5, pore region</td>
<td>Not done</td>
</tr>
<tr>
<td>27</td>
<td>-</td>
<td>L709M</td>
<td>Nonpolar to nonpolar</td>
<td>TM5, pore region</td>
<td>Not done</td>
</tr>
<tr>
<td>28</td>
<td>C2146T (exon 13)</td>
<td>A716S</td>
<td>Nonpolar to polar</td>
<td>Cytoplasmic side of TM6</td>
<td>Same as wild type</td>
</tr>
<tr>
<td>29</td>
<td>-</td>
<td>R775K</td>
<td>Plus to plus</td>
<td>C-terminal region</td>
<td>Not done</td>
</tr>
<tr>
<td>30</td>
<td>-</td>
<td>C777Y</td>
<td>Polar (uncharged) to aromatic</td>
<td>C-terminal region</td>
<td>Not done</td>
</tr>
<tr>
<td>31</td>
<td>-</td>
<td>E797K</td>
<td>Negative to plus</td>
<td>C-terminal region</td>
<td>Not done</td>
</tr>
<tr>
<td>32</td>
<td>-</td>
<td>P799R</td>
<td>Nonpolar to plus</td>
<td>C-terminal region</td>
<td>Not done</td>
</tr>
<tr>
<td>33</td>
<td>-</td>
<td>P799S</td>
<td>Nonpolar to polar (uncharged)</td>
<td>C-terminal region</td>
<td>Not done</td>
</tr>
<tr>
<td>34</td>
<td>-</td>
<td>P799A</td>
<td>Nonpolar to non polar</td>
<td>C-terminal region</td>
<td>Not done</td>
</tr>
<tr>
<td>35</td>
<td>C2396T (exon 15)</td>
<td>P799L</td>
<td>Nonpolar to nonpolar</td>
<td>C-terminal region</td>
<td>Not done</td>
</tr>
</tbody>
</table>

The disease abbreviation means below:
Serum Sodium Level Quantitative Trait Locus (Hyponatermia) (the # of MIM is not available)
Chronic obstructive pulmonary disease (COPD) (the # of MIM is not available)
Brachyolmia type 3 (BRAC3) [MIM:113500]
Metatropic dysplasia (MTD) [MIM:156530];
Distal spinal muscular atrophy congenital non-progressive (DSMAC) [MIM:600175]. (DSMAC is also called as Hereditary Motor and Sensory Neuropathy, Type IIC; HMSN2C)
Spondyloepiphyseal dysplasia Maroteaux type (SEDM) [MIM:184095].
Parastremmatic dwarfism (PSTD) [MIM:168400]
Charcot-Maries-Tooth disease type 2C (CMT2C) and Scapuloperoneal Spinal Muscular Atrophy (SPSMA) [MIM:606071]
Familial digital arthropathy-brachydactyly (FDAB): (the # of MIM is not available)
Kozlowski type of spondylometaphyseal dysplasia (SMDK): [mim:184252]
*MIM : Mendelian Inheritance in Man

**Table 1.** The Summary of the naturally occurring TRPV4 mutations and human diseases.
Our recent observations indicate that TRPV4 is modulated by phosphorylation of the Ser824 residue as a positive regulation loop [7, 38]. However, the TRPV4 C-terminal domain near serine residue 824 seems to regulate its function by an unknown controlling mechanism beyond a phosphorylation modification, such as a protein-protein interaction with CaM. TRPV4 C-terminal domain mutations also seem to affect protein-protein interactions, resulting in the genetic disorders listed in Fig. 1 and Table 1. In the future, TRPV4 mutant knockdown in an animal model will be helpful to elucidate how the TRPV4 mutations cause the genetic disorders.

TRPV4 was originally shown to be activated by hypotonicity, but later studies have demonstrated that activation can also be achieved by phorbol esters, AA, and moderate heat. TRPV4 appears to be an important player in pathological sensory perception and bone growth [1-6]. The potential effect of mutations on TRPV4 function, which are related to human diseases through its altered function, remains to be elucidated. Furthermore, the role of TRPV4 in the pathogenesis of several diseases should be characterized and how the channel protein contributes to the specific disease must be understood. This information may be useful to cure or alleviate the human diseases caused by TRPV4 mutations. Transmembrane topology of the human TRPV4 (871aa length). Indicated are the three ankyrin-binding repeats (ANK; blue bar), the six trans-membrane regions (TM1–TM6), the Ca²⁺ pore and the mutation site (WT; Gene Bank #. BC127052). The putative cytoplasmic region of N-terminal (1-471 aa) and C-terminal (718-871aa) of TRPV4 are indicated with N and C. Two “hot spots” in TRPV4 sequences are prominent, one at the pore region and the other one in the ARDs. (del: deletion, delines: deletion or insertion extra sequence, fs: frame shift)
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1. Introduction

Changes in genetic material result from introduction of mutations into DNA. Spontaneous mutations can occur because of replication errors or as a consequence of lesions introduced into DNA during normal cell growth. Induced mutations arise after treatment of the organism with an exogenous mutagen being physical or chemical agent increasing the frequency of mutations.

Bacteria are simple and widely used models for examination of mutagenesis and DNA repair processes. The advantages of bacterial systems are their availability, easy cultivation, short time of cell division, and haploidity. Many DNA damaging agents and/or mutator genes cause mutations that are readily and clearly observed in changes of phenotype. Additional observations like (i) analysis of bacterial survival after treatment with mutagenic agents; (ii) microscopic examination of bacterial cells; (iii) examination of plasmid DNAs isolated from mutagen-treated cells for their sensitivity to the specific enzymes that recognize DNA lesions; (iv) induction of the SOS system measured by induction of β-galactosidase in Escherichia coli; (v) sporulation of bacteria in Bacillus subtilis, all provide a simple and rapid yet highly informative characterization of the examined process. Results of these studies usually constitute a first step of deeper examination of the multiple processes on molecular level.

Two representatives of Enterobacteriaceae (Gammaproteobacteria), E. coli and Salmonella typhimurium, are commonly used in the studies on spontaneous and induced mutagenesis. Other bacterial models like representatives of Pseudomonadaceae (Gammaproteobacteria), Pseudomonas putida and Bacillaceae (Firmicutes), B. subtilis have been also used in mutagenesis studies.
2. Mutation detection systems in Escherichia coli

2.1. The argE3 → Arg+ reversion system in Escherichia coli K12

Escherichia coli K12 was isolated from the stool of a convalescent diphtheria patient in USA (Palo Alto, California) in 1922 and deposited in the strain collection of the Department of Bacteriology of Stanford University. Serological studies revealed that after many years of cultivation under laboratory conditions the strain lost the K and O antigens and became incapable of human gut colonization. A lot of mutant derivatives of strain K12 have been obtained in many laboratories around the world. One of them is AB1157 strain with relevant genotype: thr-1 ara-14 leuB6 ∆(gpt-proA)62 lacY1 tsx-33 supE44 amber galK2 hisG4 rfbD1 mgl-51 rpsL31 kgkK51 xyl-5 mtl-1 argE3 thi-1 and its derivatives (Bachman, 1987). The argE3(ochre), hisG4(ochre) and thr-1(amber) are nonsense point mutations in genes encoding enzymes involved in arginine, histidine and threonine biosynthesis pathways, respectively. The supE44 encodes supE amber suppressor reading UAG. However, it can only weakly suppress the thr-1 mutation.

A suppressor mutation is a mutation that counteracts the effects of another mutation. One type of suppressor mutations are mutations that appear in the tRNA encoding genes at the anticodon site. The changed tRNAs are able to recognize a nonsense codon that occur elsewhere in protein-coding genes and incorporate the amino acids specific for them into the polypeptide chain during protein synthesis.

The bacterial test system of mutation detection described here is based on reversion of the auxotrophic argE3 mutation to prototrophy and subsequent determination of specificity of mutation with the use of a set of bacteriophage T4 amber and ochre mutants. The marker is situated in the chromosome. The argE gene encodes acetylornithine deacetylase, one of the enzymes of arginine biosynthesis pathway. The Arg+ phenotype can be restored by (i) any point mutation at argE3 that changes nonsense UAA codon to any sense nucleotide triplet coding for any amino acid; (ii) an AT→GC transition at argE3 that changes the UAA nonsense codon to the UAG nonsense codon recognized by supE44 amber suppressor; and (iii) suppressor mutations enabling reading UAA nonsense codon. The suppressors can be created de novo or as the result of a GC→AT transition at supE44 (formation of supE ochre suppressor) (Sargentini & Smith, 1989; Śledziewska-Gójska et al., 1992).

Considering all the theoretical possibilities of the ochre suppressor formation in E. coli resulting from a single base substitution in tRNA genes it can be seen that such suppressors may arise from tRNA for tyrosine, lysine, glutamine, glutamate, leucine and serine. The following tRNA species that may produce de novo an ochre suppressor by a single base substitution in the anticodon site are tRNA^{Glu}_{UUC}, tRNA^{Lys}_{UUL}, and tRNA^{Tyr}_{GUA}. The formed suppressors are, respectively, supB, supL (supG, supN) and supC (supO, supM), created as a result of GC→AT (supB), AT→TA (supL, supG, supN) or GC→TA (supC, supO, supM) base substitutions in glt-tRNA, lys-tRNA and tyr-tRNA genes, respectively (Table 1). The supX suppressor is also found in the Arg+ revertants, but it has not yet been identified. This suppressor can be formed as a result of either GC→TA or AT→TA transversions (Sargentini...
& Smith, 1989; Śledziwska-Gójska et al., 1992 and cited therein). Raftery and Yarus (1987) constructed the \textit{gltT} (SuUUA/G) gene encoding \textit{tRNA}\textsubscript{GluUUA} as a result of \textit{GC}→\textit{TA} transversion in the \textit{gltT} gene encoding \textit{tRNA}\textsubscript{GluUUC}. This construct was expected to explain the mystery of the \textit{supX} suppressor. However, it failed to suppress the \textit{argE3} mutation in \textit{E. coli} AB1157 strain (Plachta & Janion, 1992). Moreover, Prival (1996) identified three \textit{tRNA}\textsubscript{GluUUA} suppressors: \textit{supY}, \textit{supW} and \textit{supZ} that arose from the \textit{gltW}, \textit{gltU} and \textit{gltT} genes, respectively. These suppressors were found in late-arising spontaneous Arg\textsuperscript{*} revertants. There are also theoretical possibilities of creating ochre suppressors from \textit{tRNA}\textsubscript{TyrAU}, \textit{tRNA}\textsubscript{SerUGA} and \textit{tRNA}\textsubscript{LeuUAA}, but these suppressors have not been identified yet (Śledziwska-Gójska et al., 1992). Figure 1 shows two schematic pictures of tRNA suppressors.

---

**Figure 1.** Two examples of tRNA particles. A. Tyrosine inserting tRNA into the polypeptide chain (recognizing 5\textsuperscript{'})UAC 3\textsuperscript{'} codon in the mRNA) that changes into supC suppressor (reading 5\textsuperscript{'})UAA 3\textsuperscript{'} in the result of \textit{GC}→\textit{TA} transversion in the anticodon part. B. Amber suppressor tRNA arisen from \textit{glnV} gene (encoding tRNA for glutamine) inserting glutamine into the polypeptide chain (recognizing 5\textsuperscript{'})UAG 3\textsuperscript{'} codon in the mRNA) that changes into supE\textsubscript{oc} suppressor (reading 5\textsuperscript{'})UAA 3\textsuperscript{'} in the result of \textit{GC}→\textit{AT} transition in the anticodon part (from Acta Biochimica Polonica with permission).

Arg\textsuperscript{*} revertants can arise spontaneously or as a result of induced mutagenesis. The first step in the analysis of the Arg\textsuperscript{*} revertants is the examination of their requirement for histidine and threonine for growth. Arg\textsuperscript{*} revertants have been divided into four phenotypic classes: class I: Arg\textsuperscript{*} His\textsuperscript{Thr}, class II: Arg\textsuperscript{*} His\textsuperscript{Thr}\textsuperscript{Thr}, class III: Arg\textsuperscript{*} His\textsuperscript{Thr} and class IV: Arg\textsuperscript{*} His\textsuperscript{Thr}\textsuperscript{Thr}. Because, as mentioned above, supE\textsubscript{44} suppressor to some extent suppresses the thr\textsuperscript{-1} mutation, Thr\textsuperscript{1} phenotype may be wrongly read, thus the revertants of class I and class II may be incorrectly classified as class III and class IV, respectively. For this reason in practice...
only two groups of the Arg' revertants have been usually considered: a sum of classes I and III, and a sum of classes II and IV (Todd et al., 1979; Śledziewska-Gójska et al., 1992).

The sensitivity of Arg' revertants to tester T4 phages is the second step in mutational analysis. A set of five T4 phages carrying a defined nonsense mutation includes the following phage mutants: amber B17 and NG19, ochre oc427, ps292 and ps205. Phage multiplication observed as plaque formation on a lawn of tested bacteria indicates that the host bacterium bears a specific suppressor mutation (Kato et al., 1980; Shinoura et al., 1983; Sargentini and Smith, 1989; Śledziewska-Gójska et al., 1992). A schematic procedure for determination of MMS-induced mutagenesis using \( \text{argE3} \rightarrow \text{Arg}^+ \) reversion system is shown in Figure 2.

---

**Figure 2.** Schematic presentation of MMS-induced mutagenesis assay in *E.coli* AB1157 strain with the use of the \( \text{argE3} \rightarrow \text{Arg}^+ \) reversion system (detailed description in the text).
Arg⁺ revertants of class I are the result of back mutations at the \textit{argE3} site, or \textit{supB} or \textit{supEoc} suppressor formation. Arg⁺ revertants of class II, III and IV occur as a result of \textit{supL}, \textit{supX} and \textit{supC} suppressor formation, respectively. The details of the above analysis are presented in Table 1 containing species of tRNA producing the indicated suppressor by a single base substitution in the anticodon sites.

<table>
<thead>
<tr>
<th>Suppressors</th>
<th>T4 phages</th>
<th>Arg⁺ revertants</th>
<th>Recognized amino acid with</th>
<th>Gene mutation leading to recognition of UAA nonsense codon</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>\textit{amber}</td>
<td>\textit{ochre}</td>
<td>\textit{ochre}</td>
<td>\textit{amber}</td>
</tr>
<tr>
<td>B17</td>
<td>NG19</td>
<td>oc427</td>
<td>ps 292</td>
<td>ps205</td>
</tr>
<tr>
<td>\textit{supB}</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>\textit{supC} (\textit{supO}, \textit{supM})</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>\textit{supL} (\textit{supG}, \textit{supN})</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>\textit{supX}</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>\textit{supEoc}</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>AB1157 Arg⁺ \textit{supEamber}</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

\textbf{Table 1.} tRNA suppressors counteracting effects of the \textit{ochre} and \textit{amber} nonsense mutations in T4 phages and Arg⁺ revertants of \textit{E. coli} AB1157. + \textit{t} means that suppression works better at 30°C than at 37°C. (from Acta Biochimica Polonica with permission).

Sargentini and Smith (1989) constructed a set of AB1157 derivatives bearing all the mentioned suppressors: SR2151, SR2155, SR2162, SR2161, SR2154, SR2153 carrying, respectively, \textit{supB}, \textit{supL}, \textit{supN}, \textit{supM}, \textit{supC}, \textit{supEoc} suppressors (Sargentini & Smith, 1989; Śledziewska-Gójska et al., 1992). These strains serve to control respective phage T4 mutations.

Identification of created suppressors allows deducing the specificity of mutation without DNA sequencing. However, such analysis does not indicate the type of mutations in the \textit{argE} gene creating a sense codon from the UAA stop codon. In this case DNA sequencing is required. The proportion of suppressor and back mutations in the \textit{argE} gene depends on the type of mutagenic factor and bacterial background.

There is also a possibility to study the level of \textit{hisG4}→His⁺ revertants, however, only some of the suppressors may counteract the effect of \textit{hisG4} mutation. The His⁺ phenotype can be restored by (i) any point mutation at \textit{hisG4} that changes nonsense UAA codon to any sense nucleotide triplet coding for any amino acid, or (ii) only two suppressor mutations enabling reading UAA nonsense codon, namely \textit{supC} (\textit{supO}, \textit{supM}) and \textit{supL} (\textit{supG}, \textit{supN})
suppressors. In this way many of the arising mutations are lost (Sargentini & Smith, 1989; Śledziewska-Gójska et al., 1992).

2.2. Studies with the use of the \( \text{argE3} \rightarrow \text{Arg}^+ \) reversion based system

In the era of intensive development of techniques of molecular biology and genetics studies, information on reversion to prototrophy of the \( \text{argE3} \) mutation still provide new, interesting and valuable information on the mutagenic specificity of different mutagens and mutator genes as well as on the mechanisms of mutagenesis and DNA repair. The applications of the described genetic system are presented below. This system is particularly useful for detection of \( \text{GC} \rightarrow \text{TA}, \text{GC} \rightarrow \text{AT} \) and \( \text{AT} \rightarrow \text{TA} \) base substitutions and examination of transcription-coupled DNA repair.

2.2.1. Specificity of mutator genes

The system confirms the mutagenic effects of mutator genes such as \( \text{mutT}, \text{mutY} \) and \( \text{fpg} \) (Wójcik et al., 1996; Wójcik & Janion, unpublished data; Nowosielska & Grzesiuk, 2000) or \( \text{dnaQ} \) (Nowosielska et al. 2004a; 2004b).

MutT, MutY and Fpg (MutM), proteins belonging to the GO system, defend bacteria against the mutagenic action of 8-oxoG in DNA. MutT is a pyrophosphatase that hydrolyses 8-oxo-dGTP and prevents its incorporation into DNA. MutY is a DNA glycosylase excising from DNA adenine mispaired with A, 8-oxoG or G. Among others, Fpg excises from DNA 8-oxoG when it pairs with C (or T). The level of spontaneous transversions: \( \text{AT} \rightarrow \text{CG} \) in \( \text{mutT}^- \) and \( \text{GC} \rightarrow \text{TA} \) in \( \text{mutY}^- \) and \( \text{fpg}^- \) mutants is, respectively, about 1000 to 10000 and 10 to 100-fold higher than in the wild type strain (Michaels & Miller, 1992). We have analyzed \( \text{Arg}^+ \) revertants arising spontaneously in \( \text{mutT}^- \), \( \text{mutY}^- \) and \( \text{fpg}^- \) derivatives of \( \text{E. coli} \) AB1157 strain. In AB1157 \( \text{mutT}^- \) strain a 1000-fold increase in the \( \text{argE3} \rightarrow \text{Arg}^+ \) reversions was observed. All those reversions arose due to back mutations at the \( \text{argE3} \) site (probably as a result of \( \text{AT} \rightarrow \text{CG} \) transversions). In \( \text{mutY}^- \) and \( \text{fpg}^- \) mutants all of the spontaneous \( \text{argE3} \rightarrow \text{Arg}^+ \) reversions were due to \( \text{GC} \rightarrow \text{TA} \) transversions by \( \text{supC} \) suppressor formation (Wójcik et al., 1996; Wójcik & Janion, unpublished data; Nowosielska & Grzesiuk, 2000).

DNA polymerase III, the main replicative polymerase in \( \text{E. coli} \), comprises a \( \text{dnaQ} \)-encoded epsilon subunit responsible for proofreading activity. Mutants defective in this subunit chronically express the SOS response and exhibit a mutator phenotype (Echols et al., 1983). Using the \( \text{argE3} \rightarrow \text{Arg}^+ \) reversion, the effects of deletions in genes \( \text{polB} \) and \( \text{umuDC} \), encoding, respectively, the SOS-induced DNA polymerases Pol II and PolV, on the frequency and specificity of spontaneous mutations in the \( \text{dnaQ} \) background were studied. It was clearly shown that deletion of \( \text{umuDC} \) genes significantly decreased the level of spontaneous mutations in \( \text{dnaQ} \) strains (Nowosielska et al., 2004a). The \( \text{Arg}^+ \) revertants in \( \text{mutD5} \) (allele of \( \text{dnaQ} \)) mutant occurred only as a result of tRNA suppressor formation, whereas those in \( \text{mutD5 polB} \) (Pol II deficient) strains arose at 81% by back mutation at the \( \text{argE3} \) ochre site (Nowosielska et al., 2004b).
The SOS response is a bacterial defence system enabling the survival of cells whose DNA has been damaged and replication arrested. The SOS system increases expression of over 40 genes involved in DNA repair, replication, and mutagenesis. The expression of genes of the SOS regulon is tightly regulated. The \textit{umuD} and \textit{umuC} genes encoding the Y-family DNA polymerase V (PolV) are expressed among the last ones. In the process of translesion synthesis (TLS), this low fidelity polymerase, composed of UmuC and two particles of shortened UmuD form, UmuD' (UmuD':C) bypasses lesions inserting a patch of several nucleotides and allowing resumption of DNA replication by PolIII, the main replicative polymerase in \textit{E.coli} (Janion, 2008). One of the symptoms of the SOS-induction is filamentous growth of bacteria due to expression of the \textit{sulA} gene. The \textit{sulA} gene codes for a protein that blocks cell division by inhibiting assembling of the FtsZ protein into a ring structure leading to filament formation (Bi & Lutkenhaus, 1991). Inhibition of cell division allowed DNA repair processes to be finished before next round of division (Janion et al., 2002; Janion 2008).

It has been shown that BW535 (\textit{nth-1, Δxth, nfo-1}), a derivative of AB1157 deficient in base excision repair (BER), chronically induces the SOS system. The \textit{xth}, \textit{nfo} and \textit{nth} genes encode, respectively, exonuclease III (exo III), endonuclease IV (endo IV) and endonuclease III (endo) III. Exo III and endo IV account for 85\% and 5\% of the cell’s endonuclease activity, respectively (Kow & Wallace, 1985; Cunnigham et al., 1986). Endo III is a DNA glycosylase with a broad substrate specificity which mainly excises oxidized pyrimidines, and also possesses an AP-lyase activity cleaving the sugar-phosphate backbone and generating single- and double-strand breaks in DNA (Dizdaroglu et al., 2000). The triple \textit{nth xth nfo} mutant can not repair AP sites. The chronic induction of the SOS system is due to accumulation of AP sites that left unrepaired in DNA. A mutator phenotype measured by an increased level of spontaneous \textit{umuDC}-dependent \textit{argE3→Arg}+ reversions was one of the symptoms of the chronic induction of the SOS system in the \textit{nth xth nfo} mutant (Janion et al., 2003).

\subsection*{2.2.2. Specificity of mutagens}


Using this system it has been established that HA, a cytosine modifying agent, apart from well known GC→AT transitions may also cause a significant number of GC (or AT)→TA transversions. As much as 30\% of the HA-induced Arg+ revertants were formed by GC (or AT)→TA transversions (Śledziewska-Gójska \textit{et al.}, 1992).

Studies on \textit{E. coli} AB1157 strain and its derivatives revealed that biological effects (survival, mutation induction and mutation specificity) of halogen light irradiation were very similar to those observed after UVC irradiation. The halogen light-induced mutations were
GC→AT transitions (supB or supE ochre suppressor formation) and back mutations at argE3 sites resulting from T-C 6-4 photoproducts or T<>T thymine dimers, respectively. The latter damage was observed only in uvrA mutants defective in nucleotide excision repair (NER), constituting less than 5% of the total number of Arg+ revertants (Wójcik & Janion, 1997). These results confirmed previous data showing harmful effects caused by halogen light, such as DNA damage, mutations, genotoxicity and skin cancers in mice due to emission of a broad spectrum of UV light, particularly UVC (De Flora et al., 1990; D’Agostini et al., 1993; D’Agostini & De Flora, 1994).

Analysis of Arg+ revertants supplied new data on the mechanisms of mutagenesis and processes of DNA repair. The mutagenic properties of DNA damaging agents and the spectra of the induced mutations depend on the bacterial background, i.e., the presence of mutations in genes encoding proteins involved in DNA repair systems.

It is known that EMS, a Sn2-type alkylating agent, is an umuDC-independent mutagen and induces GC→AT transitions due to formation of O6-ethylguanine in DNA. It has been shown that in the AB1157 strain, EMS-induced Arg+ revertants arise by supB and supE ochre suppressor formation. However, in mutS+, a mismatch repair-deficient strain, the specificity of the EMS-induced argE3→Arg+ reversions was changed and formation of supL suppressor by AT→TA transversions was mainly observed. Moreover, these mutations were umuDC-dependent. It was suggested that the change in mutation specificity was due to 3meA lesions or creation of apurinic sites. These results also point to different processes of DNA repair in mutS+ and mutS– strains (Grzesiuk & Janion, 1993).

MMS, another Sn2-type alkylating agent, predominantly methylates nitrogen atoms in purines. This methylating agent creates the following adducts in double stranded DNA: 7-methylguanine (7meG), 3-methyladenine (3meA), 1-methyladenine (1meA), 7-methyladenine (7meA), 3-methylguanine (3meG), O6-methylguanine (O6meG), 3-methylcytosine (3meC), and methylphosphotriesters. In ssDNA, MMS induces the same lesions but in different proportions. In ssDNA, the participation of 1meA and 3meC increases significantly since the ring nitrogens at these positions are not protected by the complementary DNA strand (Wyatt & Pittman, 2006; Sedgwick et al., 2007). Analysis of Arg+ revertants in E. coli AB1157 strain without any additional mutations revealed that 70-80% of those revertants arose by AT→TA transversions in a umuDC-dependent process, whereas the rest occurred in a umuDC-independent manner either by GC→AT transitions (formation of supB or supE ochre suppressors) or by back mutations at argE3 site. The latter ones were detected in less than 5% of the Arg+ revertants. AT→TA transversions are thought to be the result of 3meA, abasic sites and 1meA, whereas GC→AT transitions come from O6-meG and 3meC residues in DNA and from depurination of 7meG (Grzesiuk & Janion, 1994; Nieminuszczy et al., 2006a; 2009; Wrzesinski et al., 2010).

The spectrum of the MMS-induced argE3→Arg+ reversions changes in various strains deficient in DNA repair systems. In the mutS- mutant Arg+ revertants arose mainly by GC→AT transitions (supB and supE ochre suppressor formation) or back mutations at argE3 site. The latter group constituted a few percent of the total number of the Arg+
revertants (Grzesiuk & Janion, 1998). In the *dnaQ*49 derivative of the AB1157 strain about half of the MMS-induced Arg⁺ revertants occurred by AT→TA transversions (*supL* suppressor formation). In a double *dnaQ*− *umuDC*− mutant about 90% of the revertants possessed *supB* or *supE* ochre suppressors due to GC→AT transitions (Grzesiuk and Janion, 1996).

### 2.2.3. Detection of mutations resulting from lesions in ssDNA

Examination of MMS-induced mutagenesis in AB1157 *alkB*− derivatives indicates that the argE3→Arg⁺ reversion system also enables detection of mutations arising from lesions in ssDNA (Nieminuszczy et al., 2006a; 2009; Sikora et al., 2010; Wrzesiński et al., 2010). AlkB is an α-ketoglutarate-, O₂- and Fe(II)-dependent dioxygenase that oxidatively demethylates 1meA and 3meC in ds- and ssDNA and in RNA. However, ssDNA is repaired much more effectively than dsDNA (Trewick et al., 2002; Falnes et al., 2002). It has been shown that in *alkB*− mutants the level of MMS-induced mutagenesis depends on the test system used, and is several orders of magnitude higher when measured in the argE3→Arg⁺ reversion test system in *E. coli* AB1157 in comparison to *lacZ*→Lac⁺ reversion studied in CC101-CC106 strains (Nieminuszczy et al., 2006a; 2006b; 2009; Kataoka et al., 1983; Dinglay et al., 2000). The CC101-CC106 tester strains are described in more detail in Chapter 2.4. Briefly, the *lacZ*→Lac⁺ reversion occurs only by a back mutation at one point in the structural gene encoding the β-galactosidase that if not expressed is primarily in dsDNA form.

The argE3→Arg⁺ reversion-based system has showed that in AB1157 *alkB*− strain 95-98% of the induced mutations are *umuDC* (Pol V)-dependent AT→TA transversions (*supL* suppressor formation) and GC→AT transitions (*supB* or *supE* ochre suppressor formation). Back mutations in the argE3 site constitute only about 2-5% of all types of Arg⁺ revertants (Nieminuszczy et al., 2006a). Genes encoding tRNA are heavily transcribed and exist mostly as ssDNA in cells. It facilitates methylation of A/C to 1meA/3meC. That is why we assume that in AB1157 *alkB*− strain the targets undergoing mutations leading do Arg⁺ revertants are predominantly located in ssDNA. Reversion to Arg⁺ occurs mostly by formation of a variety of *suptRNA* ochre suppressors. The number of targets undergoing mutations and differences in the reactivity of MMS to form 1meA/3meC lesions in ss- vs dsDNA are the main reasons of the great discrepancy in the frequencies of MMS-induced argE3→Arg⁺ and *lacZ*→Lac⁺ revertants observed (Nieminuszczy et al., 2009).

An extremely high level of the MMS-induced argE3→Arg⁺ reversions has been observed in *E. coli* AB1157 *nfo xth alkB* strain defected in the repair of AP sites caused by invalid base excision repair system (BER) and deficiency in AlkB dioxygenase. This phenomenon can be explained by local relaxation of dsDNA structure due to the presence of AP sites in AB1157 *nfo*− *xth* strain. We assume that under these conditions more single stranded DNA appears in the bacterial chromosome that facilitating methylation by MMS and resulting in "error catastrophe" in the triple AB1157 *nfo xth alkB* mutant (Sikora et al., 2010). Analysis of MMS-induced Arg⁺ revertants in *alkB*− and *alkB*−BER− strains clearly points to a mutagenic activity of 1meA and 3meC (Nieminuszczy et al., 2006a; Sikora et al., 2010).
**2.2.4. Determination of transcription-coupled DNA repair**

The \( \text{argE3} \rightarrow \text{Arg}^+ \) reversion system in *E. coli* AB1157 also enables studies on preferential removal of lesions from the transcribed DNA strand. This type of DNA repair, called transcription-coupled repair (TCR), requires Mfd protein that removes transcription elongation complexes stalled at non-coding lesions in DNA and recruits to these sites proteins involved in nucleotide excision repair (NER). TCR occurs under conditions of temporary inhibition of protein synthesis and results in a decrease in the frequency of induced mutations (Selby & Sancar, 1993; Savery, 2007). This phenomenon is called mutation frequency decline (MFD) and was discovered for UV-irradiated bacteria by Evelin Witkin (for review see Witkin, 1994). The MFD phenomenon has been studied by the Janion and Grzesiuk’s group on UV (or halogen light)- and MMS-induced Arg\(^+\) revertants in the AB1157 strain transiently incubated under non-growth conditions (amino acid starvation) after treatment with a mutagen (Grzesiuk & Janion, 1994; 1996; 1998; Wójcik & Janion, 1997; Fabisiewicz & Janion, 1998; Wrzesiński et al., 2010).

Table 2 shows all the mutagenic targets for UV- and MMS-induced DNA damage. Potential targets for UV-modifications (T-C and T-T sequences for creation of 6-4 photoproducts and pyrimidine dimers, respectively) are underlined. Potential targets (single bases) for MMS-induced modifications are shadowed. UV- or halogen light-induced Arg\(^+\) revertants occur mainly as a result of a GC→AT transition forming the \( \text{supB} \) and \( \text{supE} \) ochre suppressors, respectively, at the transcribed DNA strand of the \( \text{glnU} \) and the coding DNA strand of the \( \text{glnV} \) amber (\( \text{supE44} \) amber) gene. In \( \text{mfd}^- \) strains the formation of \( \text{supB} \) predominated over \( \text{supE} \) ochre suppressors and their number, in contrast to the \( \text{mfd}^+ \) strain, did not decrease during amino acid starvation. The MFD effect observed in \( \text{mfd}^- \) strains is a reflection of repair of premutagenic lesions in the transcribed strand of the \( \text{glnU} \) gene leading to \( \text{supB} \) suppressor formation (Wójcik & Janion, 1997; Fabisiewicz & Janion, 1998).

Studies on TCR involvement in the repair of MMS-induced lesions have included (i) an analysis of Arg\(^+\) revertants, and (ii) examination of plasmid DNA isolated from MMS-treated and transiently starved bacteria for their sensitivity to the Fpg and Nth endonucleases. The decrease in the level of MMS-induced mutations during transient starvation was accompanied by repair of abasic sites in plasmid DNA. As it is shown in Table 2, potential targets for MMS damage are located on both the transcribed and coding DNA strands of \( \text{glnU} \), \( \text{glnV} \) amber and \( \text{argE} \) genes and only on the transcribed strand of \( \text{lys} \)-tRNA genes. Lesions resulting from methylation of the transcribed DNA strand are subject to MFD repair. Previous studies on the MFD phenomenon after MMS treatment of the AB1157 strain and its derivatives focused on the preferential repair of transcribed-strand lesions of genes coding for \( \text{lys} \)-tRNA; this repair was manifested by a decrease in the number of \( \text{supL} \) suppressors (Grzesiuk & Janion, 1994; 1998). Recent studies revealed a significantly slower and completely absent MFD effect in, respectively, AB1157\( \text{mfd} \) and double \( \text{alkB mfd} \) mutants. It has been assumed that the former effect is the result of action of other DNA repair systems and the latter is a reflection of an accumulation of damage to DNA and induction of SOS response. These results again have confirmed the strong mutagenic effects of 1meA/3meC lesions (Wrzesiński et al., 2010).
Interestingly, in a *dnaQ* mutant no TCR was observed indicating that in this mutant the processes of DNA repair are different, probably due to chronic induction of SOS response and the presence of Pol V and Pol IV DNA repair polymerases induced within SOS regulon (Grzesiuk & Janion, 1996).

### Table 2. Potential mutagenic targets for UV and MMS modification and mechanisms of mutation creation in *glnU*, *glnV* amber, *lys*-tRNA and *argE* genes, leading to Arg⁺ phenotype in *E. coli* K-12 AB1157. Nucleotide triplets corresponding to tRNA anticodon in *glnU*, *glnV* amber and *lys*-tRNA genes are in italics. Underlined sequences and shadowed bases show potential sites of photoproducts (6-4 photoproducts and thymine dimers) formation and targets for methylation, respectively.

<table>
<thead>
<tr>
<th>DNA</th>
<th>→</th>
<th>tRNA</th>
</tr>
</thead>
<tbody>
<tr>
<td>glnU gene</td>
<td>5'----TT TTCAT----3' &lt;br&gt; 3'---- AAAATTA----5'</td>
<td>gln-tRNA&lt;sub&gt;CAA&lt;/sub&gt; - tRNA anticodon for glutamine reading 5'CAA3' codon in mRNA</td>
</tr>
<tr>
<td>supB suppressor</td>
<td>5'----TT TTAAT----3' &lt;br&gt; 3'---- AAAATTA----5'</td>
<td>5'--UUG--3'</td>
</tr>
<tr>
<td>glnV&lt;sub&gt;am&lt;/sub&gt; (supE&lt;sub&gt;44&lt;/sub&gt;) suppressor</td>
<td>5'----T GTA----3' &lt;br&gt; 3'---- AAAT----5'</td>
<td>gln-tRNA&lt;sub&gt;UAG&lt;/sub&gt; - tRNA anticodon reading nonsense amber triplet 5'UAG3' in mRNA</td>
</tr>
<tr>
<td>supEx suppressor</td>
<td>5'----TTA----3' &lt;br&gt; 3'---- AAAATTA----5'</td>
<td>5'--CUA--3'</td>
</tr>
<tr>
<td>lys-tRNA genes</td>
<td>5'----TT T----3' &lt;br&gt; 3'---- AAA----5'</td>
<td>lys-tRNA&lt;sub&gt;AAA&lt;/sub&gt; - tRNA anticodon for lysine reading 5'AAA3' codon in mRNA</td>
</tr>
<tr>
<td>supL suppressor</td>
<td>5'----TTA----3' &lt;br&gt; 3'---- AAAATTA----5'</td>
<td>5'--UUU--3'</td>
</tr>
<tr>
<td>argE3 mutation in <em>argE</em> gene</td>
<td>5'----TTAAT----3' &lt;br&gt; 3'---- AAAATTA----5'</td>
<td>No changes in tRNA encoding genes</td>
</tr>
</tbody>
</table>

---

### 2.3. The *trpE65* → Trp⁺ and *tyrA14* → Tyr⁺ reversion systems in *E. coli* B/r derivatives

It is thought that *E. coli* B is the clonal descendant of a *Bacillus coli* strain used by Felix d’Herelle from the Pasteur Institute in Paris, in his studies performed on bacteriophages almost 100 years ago. *B. coli* was isolated from human feces as a normal commensal of the human gut. *B. coli* was renamed to *E.coli* strain B and published by Delbrück and Luria in 1942 (Delbrück & Luria in 1942). The history of *E.coli* B was excellently presented by Daegelen and co-workers (Daegelen et al., 2009). *E. coli* B/r (B resistant to radiation) is one of the mutants obtained from *E. coli* B after irradiation with UV light by Evelyn Witkin in 1942 (Witkin, 1946). *E. coli* B was found to be very sensitive to UV irradiation due to La protease (Lon protein, product of the *lon* gene) deficiency. *E. coli* B/r strain owns its UV-resistance to *sulA* mutation (Studier et al., 2009). SulA protein is synthesized in bacterial cell during the SOS response induction and is a substrate for the Lon protease (Goldberg et al., 1994).
Reversions of \textit{trpE65} to Trp$^+$ phenotype and \textit{tyrA14} to Tyr$^+$ in \textit{E. coli} B/r WP2 (Ohta \textit{et al.}, 2002) and WU3610 derivatives (Bockrath \textit{et al.}, 1987), respectively, are analogous to \textit{E. coli} K12 AB1157 mutation detection systems. Both \textit{trpE65} and \textit{tyrA14} are ochre mutations in genes coding for enzymes involved in tryptophane and tyrosine biosynthesis, respectively. The Trp$^+$ or Tyr$^+$ phenotype may be recovered by (i) any point mutation at \textit{trpE65} or \textit{tyrA14} leading to the formation of any sense nucleotide triplet, and (ii) ochre suppressor mutations. In the WP2 (\textit{trpE65}) system the examined suppressors are \textit{supB}, \textit{supC}, \textit{supG} and \textit{supM}, formed in the genes coding for tRNA: \textit{glnU}, \textit{tyrT}, \textit{lysT} and \textit{tyrU}, respectively (Ohta \textit{et al.}, 2002). In the WU3610 (\textit{tyrA14}) strain \textit{de novo} ochre suppressor mutations in glutamine tRNA are studied. The WU3610-11 derivative bears an amber suppressor created from another glutamine tRNA gene that can be converted to an ochre suppressor (Bockrath and Palmer, 1977; Bockrath \textit{et al.}, 1987). Both systems have been used in MFD studies (Bridges \textit{et al.}, 1967; George \& Witkin, 1974; Bockrath and Palmer, 1977; Bockrath \textit{et al.}, 1987).

Besides \textit{E. coli} WP2 strain, its derivatives are widely used: WP2 carrying pKM101 plasmid from \textit{S. typhimurium}, WP2 \textit{uvrA} mutant and WP2 \textit{uvrA} bearing pKM101. \textit{E. coli} WP2 and its derivatives are recommended to be used in conjunction with Ames \textit{S. typhimurium} tester strains to screen various compounds for mutagenic activity (Mortelmans \& Riccio, 2000), (see chapter 2.8).

2.4. \textit{Lac}+ reversion system for determination of base substitutions and frameshift mutations

A commonly used and convenient \textit{E. coli} K-12 \textit{lacZ}→\textit{Lac}+ reversion system allows rapid detection of specificity of mutation. The \textit{β}-galactosidase encoding \textit{lacZ} gene is a part of the lactose operon. Mutants in \textit{lacZ} gene are unable to grow on a medium containing lactose as the sole carbon source. A set of 11 mutants (\textit{E. coli} K12 CC101-111 strains) with a \textit{lacZ} deletion in the chromosome and \textit{F’} episome with cloned \textit{lacZ} gene bearing defined mutations (six base substitutions in CC101-106 strains, and five frame shift mutations in CC107-111 strains) have been constructed (Coupples and Miller, 1989; Coupples \textit{et al.}, 1990).

Glutamine at 461 position is essential for \textit{β}-galactosidase activity. In CC101-CC106 strains coding position 461 was changed. Reversion to the Lac$^+$ phenotype is due to a specific base substitution at 461 position restoring the glutamic acid codon. CC107-CC111 carry mutations in the \textit{lacZ} gene that revert to Lac$^+$ via specific frameshifts. The altered sequences contain monotonous runs of each of the four bases or a run of –G-C- sequences on one strand. Addition or loss of a single base pair or loss of –G-C- sequence lead to reversion of the \textit{lacZ} mutation. In the case of CC101-CC111 strains the marker is episomal, in contrast to e.g. the AB1157 strain where the marker is situated on the chromosome. Figure 3 presents the idea of the CC101-CC106 and CC107-CC111 strains construction. The \textit{lacZ}→Lac$^+$ reversion system in \textit{E. coli} K12 CC101-111 strains is very handy and used all over the world for studying specificity of mutations in genes under investigation.
A. Glu-461
TGG TCG CTG GGG AAT GAA TCA GGC CAC GCC GCT AAT CAC GAC GCG CTG TAT
CGC TGG ATC AAA TCT CTC GAT CCT TCC CGC CCG GTG CAG TAT GAA GGC GCC
GGA GCC GAC ACC ACG GCC ACC GAT ATT ATT TGC CCG ATG TAC GCG CGC GTG
GAT GAA GAC CAG CCC TTC CCG GCT GTG CCG AAA TGG TCC ATC AAA AAA TGG
CTT

B. Codon at position 461 in lacZ gene  Mutation leading to Lac⁺ phenotype

<table>
<thead>
<tr>
<th>wild type Lac⁺</th>
<th>Codon at position 461</th>
<th>Mutation leading to Lac⁺ phenotype</th>
</tr>
</thead>
<tbody>
<tr>
<td>wild type Lac⁺</td>
<td>-GAG-</td>
<td>AT → CG</td>
</tr>
<tr>
<td>CC101</td>
<td>-TAG-</td>
<td></td>
</tr>
<tr>
<td>CC102</td>
<td>-GGG-</td>
<td>GC → AT</td>
</tr>
<tr>
<td>CC103</td>
<td>-CAG-</td>
<td>GC → CG</td>
</tr>
<tr>
<td>CC104</td>
<td>-GGG-</td>
<td>GC → TA</td>
</tr>
<tr>
<td>CC105</td>
<td>-CTG-</td>
<td>AT → TA</td>
</tr>
<tr>
<td>CC106</td>
<td>-AAG-</td>
<td>AT → GC</td>
</tr>
</tbody>
</table>

C. The wild type and altered sequence  Mutation leading to Lac⁺ phenotype

<table>
<thead>
<tr>
<th>wild type Lac⁺</th>
<th>The wild type and altered sequence</th>
<th>Mutation leading to Lac⁺ phenotype</th>
</tr>
</thead>
<tbody>
<tr>
<td>wild type Lac⁺</td>
<td>GGC GGC GGA GCC</td>
<td></td>
</tr>
<tr>
<td>CC107</td>
<td>GGC GGG GGG CC</td>
<td>+ 1 G</td>
</tr>
<tr>
<td>wild type Lac⁺</td>
<td>GGC GGC GGA GCC</td>
<td></td>
</tr>
<tr>
<td>CC108</td>
<td>GGG GGG GGG AGC C</td>
<td>- 1 G</td>
</tr>
<tr>
<td>wild type Lac⁺</td>
<td>TAC GGC CGC GTG</td>
<td></td>
</tr>
<tr>
<td>CC109</td>
<td>TAC GCG CGC GCG TG</td>
<td>- 2 CG</td>
</tr>
<tr>
<td>wild type Lac⁺</td>
<td>ATC AAA AAA TGG</td>
<td></td>
</tr>
<tr>
<td>CC110</td>
<td>ATA AAA AAT GG</td>
<td>+ 1 A</td>
</tr>
<tr>
<td>wild type Lac⁺</td>
<td>ATC AAA AAA TGG</td>
<td></td>
</tr>
<tr>
<td>CC111</td>
<td>ATC AAA AAA ATG G</td>
<td>- 1 A</td>
</tr>
</tbody>
</table>

Figure 3. The idea of the E. coli CC101-CC106 and CC107-CC111 strains construction. A. A fragment of the lacZ sequence - the underlined sequences have been altered to create the tester strains: Glu-461 to yield strains CC101-CC106, the remaining sequences rich in -G, -C-G- and A, respectively, to yield strains CC107-CC111. B. Altered codon at position 461 in lacZ gene in six different strains (CC101-CC106) and base substitutions recovering the Lac⁺ phenotype. C. Altered sequences in lacZ gene in five strains (CC107-CC111) and frameshifts recovering the Lac⁺ phenotype.

Fijałkowska and Shaaper with colleagues constructed a series of lacZ strains allowing studies on replication fidelity based on analysis of frequency of Lac⁺ revertans. The entire lacIZYA operon from F'pro lac plasmid of Coupples and Miller’s strains containing specific lacZ mutation has been inserted into the chromosome of the E. coli MC4100 (lac⁻) in two possible orientations with regard to the chromosomal replication origin oriC. This system
enables investigation of frequencies of base pair substitutions and frame-shift mutations. It has been used to show that during chromosomal DNA replication in \textit{E. coli} two DNA strands, the leading and the lagging, are replicated with different accuracy in \textit{w.t.} as well as in various mutants in genes involved in replication or DNA repair (Fijałkowska et al., 1998; Maliszewska-Tkaczyk et al., 2000; Gawel et al., 2002).

### 2.5. Forward mutation system with the use of \textit{E. coli} lacI strain

A forward mutational system, in contrary to reversion systems, monitors the mutation of a wild type gene. The \textit{E. coli} lacI nonsense system described by Miller and Coulondre (Coulondre & Miller, 1977; Miller, 1983) is a forward system playing an important role in the examination of specificity of numerous mutagens. The \textit{lac} operon is the repressor of lac operon required to metabolize lactose. The base of lac system is the analysis of nonsense mutations in the lacI gene (present on an \textit{F}' episome). The system also involves several techniques to identify each nonsense mutation. There are over 80 sites within lacI gene where a nonsense mutation can arise by a single base change. Nonsense mutations constitute 20-30% of all mutations induced by many mutagens. Since the lacI gene encodes the repressor of the lac operon, \textit{E. coli} lacI+ cells express the operon constitutively. In this way lacI mutants can be selected on the plates containing phenyl-β-galactosidase (a lactose analog) as the only source of carbon. These mutants can metabolize the analog but cannot induce the operon. Further mutant analysis involves ability to be suppressed by various tRNA suppressors and subsequent genetic analyses.

The distribution of lacI mutations can be arranged according to base substitution generated by each nonsense mutation, creating a map of mutational hot and cold spots, for places where the number of mutations exceeds or is smaller, respectively, in comparison to other sites. Created map of mutational spectra is characteristic for different mutagens. The lacI nonsense system shows limitations of detecting only base substitution mutations and not detecting AT→GC transitions. Nevertheless, it became possible to determine the nature of the lacI mutations directly by DNA sequencing.

### 2.6. The trpA → Trp+ reversion system in \textit{E. coli} K12

An important approach to determine mutagen specificity based on reversion of an auxotrophic trpA mutation to the Trp+ phenotype in \textit{E. coli} K12 was developed by Yanofsky and co-workers (Berger et al., 1968). The trpA gene is a part of the trp operon and codes for the tryptophan synthetase α chain in \textit{E. coli}. There is a set of the trpA alleles that enable to monitor all possible base substitutions (trp88, trp46, trp23, trp3, trp223, trp58, trp78, trp11, trp446) and frame shifts (trpE9777, trpA21, trpA540, trpA9813 alleles) and allow studying mutagen specificity. The Trp+ revertants are divided into classes based upon colony size and two physiological tests: 5-methyl tryptophan (5-MT) sensitivity and indole glycerol phosphate (IGP) accumulation. Moreover, full Trp+ revertants (FR) and partial Trp+ revertants (PR) are distinguished. The PR group is divided into 3 more classes: PRI, PRII, PRIII. To enhance the frequencies of spontaneous and induced Trp+ revertants pKM101
plasmid from *S. typhimurium* (described in chapter 2.8) was introduced to *E. coli trp* strains by conjugation (Fowler et al., 1979; McGinty & Fowler, 1982; Persing et al., 1981; Fowler & McGinty, 1981). Table 3 shows characterization of UV-induced Trp⁺ revertants.

<table>
<thead>
<tr>
<th>trpA allele</th>
<th>Revertant class</th>
<th>5-MT sensitivity</th>
<th>IGP accumulation</th>
<th>Inferred base-pair substitutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>I FR PR</td>
<td>R</td>
<td>-</td>
<td>AT → TA</td>
</tr>
<tr>
<td></td>
<td>PR</td>
<td>S</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>I FR PR</td>
<td>R</td>
<td>-</td>
<td>GC → CG</td>
</tr>
<tr>
<td></td>
<td>PR</td>
<td>S</td>
<td>+</td>
<td>AT → TA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AT → GC</td>
</tr>
<tr>
<td>23</td>
<td>I FR PR</td>
<td>R</td>
<td>-</td>
<td>AT → CG</td>
</tr>
<tr>
<td></td>
<td>II PR</td>
<td>S</td>
<td>+</td>
<td>GC → CG</td>
</tr>
<tr>
<td></td>
<td>III PR</td>
<td>S</td>
<td>+</td>
<td>CG → AT</td>
</tr>
<tr>
<td></td>
<td>IVPR</td>
<td>S</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>46</td>
<td>I FR PR</td>
<td>R</td>
<td>-</td>
<td>AT → GC</td>
</tr>
<tr>
<td></td>
<td>II PR</td>
<td>S</td>
<td>+</td>
<td>AT → CG</td>
</tr>
<tr>
<td></td>
<td>III PR</td>
<td>S</td>
<td>+</td>
<td>AT → TA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>I FR PR</td>
<td>R</td>
<td>-</td>
<td>AT → GC</td>
</tr>
<tr>
<td></td>
<td>II PR</td>
<td>S</td>
<td>+</td>
<td>AT → CG</td>
</tr>
<tr>
<td></td>
<td>III PR</td>
<td>S</td>
<td>+</td>
<td>GC → AT</td>
</tr>
<tr>
<td>78</td>
<td>I FR PR</td>
<td>R</td>
<td>-</td>
<td>AT → CG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>88</td>
<td>I FR PR</td>
<td>R</td>
<td>-</td>
<td>AT → CG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>223</td>
<td>I FR PR</td>
<td>R</td>
<td>-</td>
<td>AT → GC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AT → CG</td>
</tr>
</tbody>
</table>

Table 3. The characterization of UV-induced *trpA* base pair substitutions based on Fowler et al., 1981
2.7. Adaptive mutations

Adaptive mutations (also called “directed”, “stationary phase” or “starvation associated”) are a special kind of spontaneous mutations that occur in non-dividing or slowly-growing stationary-phase cells. Mutations of this type are detectable after exposure to a non-lethal selection and allow growth under these conditions.

As a tool for studying stationary phase mutations, £acl£33 → Lac$^+$ reversion has been used. The £acl£33 marker (+1 G frame shift) is carried on the F’sex plasmid in the FC40 E.coli K12 strain and its derivatives. The reversion to Lac$^+$ phenotype is due to a -1G frameshift mutation (Foster and Trimarchi, 1995; Rosenberg et al., 1994). The £acl£33 → Lac$^+$ reversion, if plasmid born, depends on recABC encoded proteins (Foster and Trimarchi, 1994). When £acl£33 mutation is localized on the chromosome it reverts adaptively at a much lower rate and the event is recA independent.

The systems searching for stationary phase mutations operating on bacterial chromosomal loci use reversion to prototrophy of auxotrophic E.coli strains. Prototrophic revertants are able to grow on minimal plates lacking required compounds. These systems often use reversions in genes such as trpE (Bridges, 1993) or tyrA (Bridges, 1996) in E.coli B/r (see chapter 2.3) and trp operon in E.coli K12 (Hall, 1990).

The argE3→Arg$^+$ reversion system in E. coli K12 AB1157 strain can be also used for selection bacteria mutated adaptively on minimal plates lacking arginine. Colonies of stationary phase mutations appear on these plates after four and more days of incubation at 37°C. Further phenotypic analysis and susceptibility to a set of amber and ochre T4 phages allowed the identification of stationary phase mutations in AB1157 mutY$^+$ strain defective in the ability to remove adenine from A-8-oxo-G and A-G mispairing (Nowosielska and Grzesiuk, 2000), and in AB1157dnaQ$^-$ mutated in proofreading subunit of E.coli, main replicative DNA polymerase PolIII (Nowosielska et al., 2004a; 2004b). It has been shown that in the dnaQ$^-$ strain two repair polymerases, PolIV and PolV, influence the frequency and specificity of starvation-associated mutations.

In bacteria there is no single mechanism for the generation of stationary-phase mutations. Under starvation conditions mutations can arise as a result of oxidative and other DNA damage, errors occurring during DNA replication, defects or inefficiency of DNA repair systems but also DNA repair synthesis by itself may be a source of mutagenesis under conditions restricted for growth. Pseudomonas possesses a different set of specialized DNA polymerases compared with enterobacteria, also its DNA repair systems involved in stationary-phase mutagenesis differ. To study stationary-phase mutagenesis in Pseudomonas the pheA→Phe$^+$ reversion system described in chapter 2.9. is used the most.

2.8. The Ames test with the use of Salmonella strains

The Salmonella mutagenicity assay was introduced by Bruce Ames and co-workers in the early 1970s, later modified (Ames et al., 1975) and constantly improved. The test involves reversion of histidine auxotrophs of Salmonella enterica serovar Typhimurium mutation to
prototrophy by base substitutions in the hisG46 allele or by frame-shift in the hisD3052 allele. In addition, the tester strains carry: (i) additional mutations, such as rfa, increasing the permeability of the bacterial cell wall and enabling better penetration of mutagenic agents to the cell, or uvrB, disturbing DNA repair; (ii) plasmid pKM101 – a mutagenesis-enhancing plasmid bearing mucA and mucB genes that code for proteins corresponding to E.coli UmuC and UmuD encoding SOS-induced, repair polymerase V (PolV), responsible for translesion synthesis (TLS) (Mortelmans, 2006).

Ames Salmonella test has been developed to screen chemicals for their potential mutagenicity and genotoxicity. It is used routinely as a screening assay to predict animal carcinogens. Since many compounds show genotoxicity only after enzymatic conversion to active form, a method was discovered to imitate mammalian metabolism in a bacterial system by adding an extract of rat liver. Rats are first injected with a polychlorinated biphenyl (PCB) mixture, Aroclor 1254, inducing expression of enzymes involved in activation of chemicals. The livers of these rats are homogenized, centrifuged, and supernatants (microsomal fraction), termed S9 mix, are collected. Test method involves histidine auxotroph S. typhimurium TA98 for testing frameshift mutations and TA100 for testing base-pair substitutions (several other strains have also been constructed). Cultures of these strains are mixed with a chemical tested, incubated in the presence (or absence) of S9 mix, and plated on solid minimal medium lacking histidine. A two-day incubation allows His+ revertants to form colonies on minimal plates. The frequency of His+ revertants indicates mutagenic potency of tested chemical (Figure 4).

![Figure 4. An idea of Ames test – description in the text.](image-url)
The following *S. typhimurium* strains are recommended for general mutagenesis: TA97 (hisD6610, rfa, ΔuvrB, +R), TA98 (hisD3052, rfa, ΔuvrB, +R), TA100 (hisG46, rfa, delΔuvrB, +R), and TA102. The last strain, except the plasmid pKM101bearing R-factor, contains multicopy plasmid pAQ1 carrying the *hisG428* mutation and a tetracycline resistance gene. Strains containing R-factor are much better tester strains for a number of mutagens that weakly or not at all revert strains devoid of pKM101plasmid. In *E.coli* and *S. typhimurium* the presence of pKM101 increases mutagenesis by inducing SOS response leading to error-prone DNA repair.

The *hisG* gene encodes for the first enzyme of histidine biosynthesis. Mutation in this gene, *hisG46*, present in TA1535 strain and its R-factor* derivative, TA100, substitutes \(-\frac{GGA}{CCC}\) (proline) for \(-\frac{GAG}{CTC}\) (leucine). Both strains serve to detect mutagens that cause base-pair substitutions. Mutation in *hisD* gene, *hisD3052*, present in TA1538 strain and its R-factor* derivative, TA98 detect various frameshift mutagens. Frameshift mutagens can stabilize the shifted pairing occurring in repetitive sequences or hot spots resulting in frameshift mutation which restores the correct for histidine synthesis reading frame. The *hisD3052* mutation has 8 repetitive –GC- residues next to -1 frameshift in the *hisD* gene. This mutation is reverted by such mutagens as 2-nitrosofluorene and daunomycin.

The Ames II assay is a liquid microtiter modification of the Ames test. It involves new set of *S. typhimurium* strains TA7001-6 (Gee et al., 1994) and also a mixture of these strains called TAMix (Fluckiger-Isler et al., 2004). Table 4 contains genotypes of mentioned above strains, and mutation specificity of indicated mutagens.

<table>
<thead>
<tr>
<th>Strain</th>
<th>Genotypes</th>
<th>Mutagen</th>
<th>Mutation detected</th>
</tr>
</thead>
<tbody>
<tr>
<td>TA98</td>
<td>hisD3052 Δara9 Δchl008 (bio chl uvrB gal) rfa1004/pKM101</td>
<td>STN, N4AC</td>
<td>A:T (\rightarrow) G:C</td>
</tr>
<tr>
<td>TA7001</td>
<td>hisG1775 Δara9 Δchl004 (bio chlD uvrB chlA) galE503 rfa1041/pKM101</td>
<td>STN, MMS</td>
<td>T:A (\rightarrow) A:T</td>
</tr>
<tr>
<td>TA7002</td>
<td>hisG9138 Δara9 Δchl004 (bio chlD uvrB chlA) galE503 rfa1041/pKM101</td>
<td>STN,</td>
<td>T:A (\rightarrow) G:C</td>
</tr>
<tr>
<td>TA7003</td>
<td>hisG9074 Δara9 Δchl004 (bio chlD uvrB chlA) galE503 rfa1041/pKM101</td>
<td>ANG/UVA</td>
<td>G:C (\rightarrow) A:T</td>
</tr>
<tr>
<td>TA7004</td>
<td>hisG9133 Δara9 Δchl004 (bio chlD uvrB chlA) galE503 rfa1041/pKM101</td>
<td>NQNO,</td>
<td>MNNG</td>
</tr>
<tr>
<td>TA7005</td>
<td>hisG9130 Δara9 Δchl004 (bio chlD uvrB chlA) galE503 rfa1041/pKM101</td>
<td>NQNO, MMS</td>
<td>C:G (\rightarrow) A:T</td>
</tr>
<tr>
<td>TA7006</td>
<td>hisG9070 Δara9 Δchl004 (bio chlD uvrB chlA) galE503 rfa1041/pKM101</td>
<td>NQNO, 5azaC</td>
<td>C:G (\rightarrow) G:C</td>
</tr>
</tbody>
</table>

Table 4. Detection of mutation specificity of selected mutagen with the use of indicated *S. typhimurium* strains. STN, streptonigrin; N4AC, N4-aminocytidine; MMS, methyl methanesulfonate; ANG, angelicin; NQNO, 4-nitroquinoline-1-oxide; MNNG, N-methyl-N’-nitro-N-nitrosoquguanidine; 5azaC, 5-azacytidine.
As mentioned in chapter 2.3, *E. coli* B/r WP2 system complements the *Salmonella* assay and both strains should be used in combination when potential mutagens are examined. It has appeared that some chemicals such as nitrofurans are nonmutagenic in the *Salmonella* strains, whereas caused mutation in *E. coli* WP2 and in human cell cultures. The procedures described for the Ames *Salmonella* assay and *E. coli* WP2 tryptophan reverse mutation test are similar (Mortelmans & Riccio, 2000).

In *S. typhimurium* an another test for mutation detection was developed. It includes examination of forward mutations leading to resistance to the purine analog 8-azaguanine. The mutants are unable to convert enzymatically 8-azaguanine to the toxic metabolite. Base-pair mutations, frameshift mutations and deletions in different genes are expected to render 8-azaguanine resistance (Skopek et al., 1978).

### 2.9. Test system to study mutations in *Pseudomonas putida*

The genus *Pseudomonas* constitutes a large and diverse group of mostly saprophytic bacteria occurring in soil, water, plants and animals. They are known for ability to metabolize toxins, antibiotics, organic solvents and heavy metals present in environment, thus playing an important role in the development of soil microorganism community. The metabolic versatility of these organisms has been used to degrade waste products (bioremediation) and to synthesize added-value chemicals (biocatalysis) (Pieper and Reineke, 2000; Wackett et al., 2002).

There is only a limited number of test systems that allow studying mutagenic processes in *Pseudomonas*. Rifampicine (Rif) resistance is used as one out of two such systems. The antibacterial action of Rif bases on binding to β subunit of RNA polymerase (RNA pol) and blocking the RNA elongation. Rifampicine resistance (Rif') mutants harbor substitutions in β subunit of RNA pol that either make direct contacts with Rif or are located near the binding pocket (Campbell et al., 2001). Mutations decrease the binding of Rif to RNA pol, making the enzyme, to different degree, not sensitive to the antibiotic (Jin and Gross, 1988). Except for few mutations located at the 5' end, other Rif' mutations in *E.coli* are found in three clusters in a central region of *rpoB* gene. Sequence analysis in the *rpoB* region harboring Rif' mutations indicate a high level of conservation among prokaryotes (Campbell et al., 2001). For that reason *rpoB*/Rif' system can be used as a mutation testing system in distinct bacterial species including *Pseudomonas*.

Using *rpoB*/Rif' system it has been found that isolated mutants of *P. putida* and *P. aeruginosa* express different levels of resistance to Rif, depending on the localization of mutations in the *rpoB* sequence (Jatsenko et al., 2009). The spectrum of mutations strongly depends on temperature of growth. Thus, the usage of the same growth temperature is very important in mutation research in *Pseudomonas* while employing the *rpoB*/Rif' system.

Except *rpoB*/Rif' system, phenol utilization as growth substrate has been used to measure different types of point mutations in *P. putida*. The presence of *pheA* gene encoding phenol monooxygenase enables bacteria to utilize phenol as growth substrate and form colonies on
selective plates. The reporter gene pheA was modified in RSF1010-derived plasmids by +1 frameshift mutation (Saumaa et al., 2007). Assay system that allows base substitution detection uses two steps PCR technique. Mutant oligonucleotides contained specific base substitutions replacing the CTG for Leu-22 in the pheA gene with a TGA, TAA, or TAG stop codons. In the first step, the PCR with oligonucleotides pheAup and pheA22TGA, pheA22TAA or pheA22TAG, complementary to the positions 42 and 71 relative to the coding sequence of the pheA gene was performed. After treatment with restriction enzyme EcoRI, PCR products were purified and used in a second PCR with the oligonucleotide pheAts complementary to pheA nucleotides 295 to 313. The amplified DNA fragments were cloned into the EcoRV site of pBluscript KS (+) (the mutations were verified by DNA sequencing). As a result, plasmids: pKTpheA22TGA, pKTpheA22TAA, and pKTpheA22TAG were obtained (Tegowa et al., 2004).

2.10. Bacillus subtilis as a model for mutation detection

Bacillus subtilis is a Gram-positive bacterium commonly occurring in soil. It shows the ability to form endospores allowing the organism to tolerate extreme environmental conditions. The sporulation of B. subtilis provides a system for the detection of forward mutations in many genes whose products are responsible for spore formation. Mutants form non-sporulating or oligosporogenous colonies lacking brown pigment presented in normally sporulating cells. Using this mutation detection system mutagenic activity of many compounds, e.g. acridine orange, acriflavin, nitrour acid, 2-nitrosofluorene, nitrogen mustard, aflatoxin B1, 4-nitroquinoline-N-oxide, ethidium bromide, have been shown (Macgregor & Sacks, 1976).

B. subtilis HA101 strain and its derivatives (e.g. excision-repair deficient derivative, TKJ5211 strain) are other mutagen-tester bacteria. They carry suppressible nonsense mutations in his and met genes. The presence of suppressors is detected by examination of sensitivity of His+ and Met+ revertants to tester SPO1 phages (sus-5 and sus-11). This system has been used to examine mutagenic properties of various compounds, e.g. nitrofurazone, 4-nitroquinoline 1-oxide (4NQO), 4-aminoquinoline 1-oxide (4AQO), α- and β- naphthylamine (Tanooka, 1977) or triethanolamine (Hoshino & Tanooka, 1978).

2.11. Resistance of bacteria to antibiotics

Antibiotic resistance to streptomycin, rifampicin or nalidixic acid is often used for determination of spontaneous and induced mutagenesis in bacteria. It is a universal, rapid and simple test used in many species. The frequency of an antibiotic resistant bacteria usually is determined on plates supplemented with respective antibiotic. Rifampicin-, streptomycin- and nalidixic acid-resistant mutants arise due to spontaneous or induced mutations in chromosomal DNA. The mechanisms leading to rifampicin resistance was described in chapter 2.9. Resistance to streptomycin involves mutational changes in the 30S subunit of the ribosome, whereas resistance to nalidixic acid results from point mutations in structural genes encoding gyrase (topoisomerase II) subunit A (gyrA E. coli) or topoisomerase IV (parC E. coli). Further analysis of antibiotic resistant mutants is also possible, e.g., by sequencing of gyrA
gene from nalidixic acid-resistant mutants of *B. subtilis* spores (Munakata et al., 1997). Genes responsible for resistance to ampicilin, tetracycline, carbenicyline, chloramphenicol, spectinomycine are usually harbored by plasmids or transposons and used as markers of new features/mutations introduced to the bacterial strains.

Resistance to other agents such as mentioned 8-azaguanine (see chapter 2.8) or phages, e.g. T1 phages, has been also used in mutagenesis tests, particularly in the 20th century studies. Resistance to T1 is due to *tonA* or *tonB* mutation (Miller, 1972).

### 3. Conclusions

Living organisms are continuously exposed to damaging agents both from the environment and from endogenous metabolic processes, whose action results in modification of proteins, lipids, carbohydrates and nucleic acids. The knowledge on DNA modifications leading to mutations is critical to our understanding of how and why the genome is affected during the lifespan of the organism, and how the DNA repair systems efficiently work via several different pathways. Bacterial systems for testing mutations are informative, cheap, and quick methods to study these processes. Connected with modern molecular biology methods, such as sequencing, RT PCR, side directed mutagenesis etc., bacterial systems constitute extremely valuable tools for studying metabolic processes, DNA repair systems, mutagenic and anticancer properties of chemicals etc. Two of the systems described here are of special value: *lacZ*→*Lac* reversion system for determination the specificity of mutations and Ames test for studying mutagenic properties of chemicals. The latter, improved constantly e.g. by construction of new indicator strains and modern techniques, is extremely important in searching for new anticancer drugs.
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1. Introduction

Over the last decade biomedical research has seen tremendous advancements in the field of genetics that enables unlimited access to >60 vertebrate genomes—including the human and mouse genomes, two of the most widely studied species in biomedical research. These advancements are largely due to rapid development of high throughput sequencing technologies such as next-generation sequencing (NGS) technologies that allow for more affordable and efficient sequencing compared to traditional Sanger technology. The availability of the entire human genome sequence has accelerated our efforts to gain insight into the genetics underlying human disease. Such efforts include Genome-Wide Association Studies (GWAS) — a widely used approach that examines the association between common genetic variants and specific human disease traits. GWAS has led to the successful identification of a large number of SNPs that are linked with chronic diseases ranging from Crohn’s disease, systemic lupus erythematosus (SLE), type I diabetes (T1D), and many other common western world diseases(reviewed by Visscher et al.1). On the other hand, genetic deficiencies that cause severe disease—such as primary immunodeficiency diseases associated with a poor survival— represent mostly rare mutations within the human population2. Such patients can be found in pediatric clinics and more often than not, the genetic deficiencies underlying disease remain elusive. The availability of NGS, however, offers exciting new opportunities in that it enables the identification of all genome-wide variants in individual patients for limited costs. Nonetheless, both approaches are faced with a significant challenge to identify the causal variants. First of all, most GWAS identify loci that contain more than one SNP but more importantly, SNP maps are incomplete and require in depth probing of the identified genetic region (reviewed by Visscher et al.1). Thus the approach is generally not limited to a single SNP, but rather uncovers multiple gene candidates for a single locus and researchers are often left with the critical question to identify variant causality. This is
further complicated by the fact that GWAS is often used for the analysis of complex polygenic traits where gene variants need to exist in combination with one other to assert an effect. In the case of monogenic traits underlying severe disease phenotypes, linkage analysis is rarely an option, whereas whole genome sequencing likely results in the identification of numerous “unique” variants. The biological consequences of such variants would again need to be confirmed and candidate gene selections are guided by a priori knowledge of gene function. Thus the challenges have rather shifted from identifying genetic changes to understanding gene-function and identifying gene causality.

Providing insight into the functional genome is not just limited to understanding gene or protein function, but also includes gene regulation and complex interactions with other genes within the context of cellular or organismal function. The mammalian genome is believed to consist of ~22,000 annotated genes—most of which have been poorly described. In addition, there is almost an unlimited number of phenotypes to be probed, making this an even more daunting task. Nonetheless, experimental models, including fruit fly and mouse models, have been extremely valuable in revealing unique insight into gene function. Typically, forward and reverse genetic approaches have been applied in parallel to uncover gene function. Reverse genetics begins with the creation of a genetic change and ends with the identification of a phenotype. This approach is hypothesis-based and assumes a specific gene function up front. On the other hand, forward (or classical) genetics proceeds from phenotype to the identification of a causal genetic change (SNP or mutation). This approach has led to important discoveries in the field of immunology most notably the identification of TLR4 as the sole LPS receptor—a discovery recently awarded with the Nobel Prize. Until a few years ago, identification of such genetic variants required positional cloning. This was once considered an arcane art, requiring significant effort, time and financial resources. However, the current availability of the genome sequence for most inbred mouse strains has eliminated the need for contig construction and trivialized the identification of informative markers for high-resolution mapping and/or the identification of existing variants within an associated chromosomal region. Moreover, low cost high-throughput DNA sequencing has accelerated the process of finding unique mutations either introduced spontaneously or by following treatment with mutagens. The current limitation for forward genetics is rather the restricted number of strong monogenic phenotypes, something also referred to as the “phenotype gap”. To overcome this limitation, germline mutagenesis—in which random mutations are introduced in spermatogonial stem cells—has proven to be an effective approach to expand the number of phenotypes.

2. N-ethyl-N-nitrosourea mutagenesis

In mice, a widely used mutagen to create and expand the number of phenotypes is the alkylating agent N-ethyl-N-nitrosourea (ENU). ENU is a powerful mutagen that according to our latest estimates can introduce more than 3 base-pair changes per million base-pairs of genomic DNA. ENU introduces point mutations in spermatogonial stem cells, predominantly affecting A/T base pairs (44% A/T→T/A transversions and 38% A/T→G/C
transitions), whereas at the protein level, ENU primarily results in missense mutations (64% missense, 26% splicing errors and 10% nonsense mutations)\(^6\). With three bp changes per million bps and a total length of \(\sim 2,717\) Mb for the mouse genome, one can calculate that each G1 male carries \(\sim 8,000\) bp changes genome-wide. With the coding region being 1.3% of total genomic sequence and 76% of random bp changes creating a coding change, it follows that each G1 mouse carries about 80 coding changes genome-wide, according to our latest estimates. These exist in a heterozygous form and do not necessarily cause a phenotype. In our experience, the majority of ENU-induced mutations, behave as recessive traits or are codominant at best. The approach entails a weekly injection of \(\sim 90\) mg/kg ENU for 3 weeks that is followed by a brief period of sterility for up to 12 weeks. After the recovery period, each G0 male is bred to untreated, wild type C57BL/6 female mice to generate G1 offspring. These G1 animals are then either used for phenotypic screens or can be used to produce G2 mice, which in turn are backcrossed to the G1 male to generate G3 offspring. While screening the G1 population for phenotypes is limited to the identification of dominant mutations, screening of G3 mice allows for the discovery of recessive mutations. Although the total number of base-pair changes in G3 mice will be reduced—each mouse will carry \(\sim 11\) coding changes in homozygous form—this has proven to be the more powerful approach to capture mice with phenotypes of interest and more importantly allows for the retrieval of lethal phenotypes.

The rate-limiting step in ENU mutagenesis has long been the identification of causative mutations. Until recently, identified mutant lines were outcrossed to genetically different inbred strains and often the analyses of hundreds if not thousands of meiosis were needed to obtain a small enough critical region that could be sequenced. However, the availability of NGS has significantly facilitated the process of variant identification. Currently, targeted exon-enrichment—i.e. targeting exonic sequence within a critical region using sequence capture probes—, whole-exome and whole-genome sequencing are all proven strategies to effectively uncover mutations. The coverage of (targeted) genomic DNA is often exceptional, particularly for the exon-enrichment approach, where generally high quality sequence (minimal depth \(\geq 10\)) for more than \(\geq 98\%\) of the targeted region can be obtained\(^5\). Nonetheless, causality of the identified mutations remains a critical aspect of this approach and low resolution mapping (generally \(< 30\) meioses) and/or genetic confirmation are still integral parts of the ENU mutagenesis approach. In addition, the availability of NGS also provides further opportunities for the phenotypic probing of ENU germline mutants. Often, phenotypes identified in ENU germline mice are lost or significantly influenced by modifier loci located on outcross strains carrying a high degree of genetic variation. For example, identification of genes required for optimal NK cell function has been difficult because of the large variation in NK cell ligands/receptors existing on different mouse backgrounds (Hoebe, unpublished results). By being able to analyze and sequence large genomic regions, fine mapping is superfluous and the exploration of subtle phenotypes can be traced following an outcross to strains with minimal genetic variation between the outcross and parent ENU strain. Ultimately, the genetic diversity should be just enough to allow low-resolution linkage analysis—a prime example being the genetic diversity between C57BL/6J and C57BL/10J strains.
3. Unraveling lymphocyte immune function using ENU mutagenesis

As referred to above, a critical aspect of ENU mutagenesis is the (biological) field of interest to be probed. ENU mutagenesis has been used to define the genetic footprint of a wide variety of phenotypes, including visible, behavioral, developmental and immunological phenotypes. Nonetheless, its success is depending on: 1) the use of reliable screening assays with limited biological variation, 2) targeting large genomic footprints, and 3) probing a biological phenotype that is poorly defined. Our laboratory has used ENU mutagenesis to identify genes with non-redundant function in lymphocyte development, priming or effector function. Among the biological screens we apply is an *in vivo* cytotoxicity assay in which we test the ability of G3 mice to induce an antigen-specific CD8+ T cell response following immunization with irradiated cells containing antigen. In parallel, we test the ability of Natural Killer (NK) cells to recognize and eliminate “missing self” target cells *in vivo*—a process involving complex balancing interactions between activating and inhibitory NK cell receptors. Such screens are not just limited to identifying the presence/absence of NK cells and/or CD8+ T cells *in vivo* but challenges the host response to undergo NK cell recognition/killing, antigen uptake/processing and presentation by Dendritic Cells (DCs), ultimately causing T cell priming, expansion and T cell cytolytic effector function. The *in vivo* immune responses assess the capacity of ENU mice to induce sterile inflammatory responses mediated by self-molecules that activate either NK cells and/or Toll-like receptor-independent sensing pathways—the latter presumably activated by cell-death- or “danger-” associated molecular patterns (DAMPs). Importantly, the induction of type I or II IFNs are essential for the generation of antigen-specific T cell responses mediated via cell-death induced immune responses. Whereas IFNs have been shown to promote the maturation of DCs and stimulate T cell priming, the underlying pathways inducing type I IFN following exposure of DCs to dying cells are less well defined. It is well established that host molecules such as DNA and/or RNA in apoptotic cells can cause sustained and systemic type I IFN production when they escape degradation in macrophages. The pathways by which such nucleotide structures drive type I IFN production following administration of apoptotic cells remains still elusive to date. Thus, the *in vivo* cytotoxicity screen performed in our laboratory presents a large genetic footprint, not only comprising lymphocyte development but also targeting NK-, DC- and T cell biological function. As a result, we have identified a number of germline mutants that are either deficient in the IFN pathways, but also includes germline mutants that exhibit impaired lymphocyte survival, T cell activation and/or actin-polymerization. Here we will provide two examples how ENU germline mutants can provide new insight into gene function, immunological pathways and/or disease development.

4. Gimap5 and loss of immunological tolerance driving auto-immune diseases

Using N-ethyl-N-nitrosourea (ENU) germline mutagenesis, our laboratory previously identified Gimap5-deficient mice—designated sphinx—that exhibit reduced lymphocyte
survival and develop severe colitis around 10-12 weeks of age\textsuperscript{12}. Specifically, these mice lack NK or CD8\textsuperscript{+} T cell populations in peripheral lymphoid organs, whereas relatively normal thymocyte development occurs, including the CD4\textsuperscript{+} T cell, CD8\textsuperscript{+} T cell, and Foxp3\textsuperscript{+} regulatory T cell lineages. Coarse mapping and sequencing of the critical region revealed a single G\textsubscript{}`\textrightarrow{} T point mutation in \textit{Gimap5} to be the causal mutation. This mutation resulted in a G38C amino acid substitution in the predicted GTP-binding domain of Gimap5, destabilizing Gimap5 protein expression\textsuperscript{12}.

\textit{Gimap5} is part of the family of Gimap genes which are predominantly expressed in lymphocytes and regulate lymphocyte survival during development and homeostasis\textsuperscript{13}. Gimap proteins contain a GTP-binding AIG1 homology domain, first identified in disease-resistance genes in higher plants\textsuperscript{9, 10}. More recent crystallographic studies showed that the Gimap proteins resemble a nucleotide coordination and dimerization mode previously observed for dynamin GTPase—a component essential for the scission and fusion of cellular vesicular compartments such as endosomes at the cell surface or the Golgi apparatus in the cytosol\textsuperscript{14}. Members of the Gimap family appear to be localized to different subcellular compartments with Gimap5 reported to localize in lysosomes based on studies in human, mouse and rat lymphocytes\textsuperscript{15}. Overall, the function of these proteins and their role in disease development remain poorly defined.

Genetic aberrancies in Gimap5 have been strongly linked to reduced lymphocyte survival and homeostasis, but importantly have also been associated with autoimmune diseases. In humans, polyadenylation polymorphisms in GIMAP5—causing relative modest changes in GIMAP5 RNA expression—were associated with increased concentrations of IA2 auto-antibodies in type 1 diabetes (T1D) patients and an increased risk of systemic lupus erythematosus (SLE)\textsuperscript{16, 17}. Studies using biobreeding (BB) rats—carrying a mutation (\textit{lyp/lyp}) in Gimap5—show marked lymphopenia and predisposition to the development of T1D\textsuperscript{18-22} and intestinal inflammation\textsuperscript{23}. Together these observations suggest that, beyond lymphocyte survival, Gimap5 is essential for maintaining immunological tolerance.

Although in \textit{Gimap5}\textsuperscript{sph/sph} mice no auto-antibodies can be detected, males and females developed severe colitis around 8-12 weeks of age, which was dependent on the microbiome and is CD4\textsuperscript{+} T cell driven\textsuperscript{12}. Interestingly, inflammatory bowel disease (IBD) such as Crohn's disease, ulcerative colitis and indeterminate colitis\textsuperscript{24, 25} manifest generally in adolescence or adulthood and they behave as complex, polygenic diseases often sharing common risk factors with other autoimmune diseases\textsuperscript{26, 27}. Previous work suggests that impaired lymphocyte survival and consequent lymphopenia may be linked to the loss of immunological tolerance. Specifically, CD4\textsuperscript{+} T cells in a lymphopenic environment can undergo thymic independent expansion in the periphery. This process—also referred to as lymphopenia-induced proliferation (LIP)—is accompanied by marked alterations in T cell phenotype and is linked to auto-immunity\textsuperscript{28-30}. Most notably, CD4\textsuperscript{+} T cells more readily adopt an effector phenotype, including the ability to robustly produce cytokines and can drive the development of colitis\textsuperscript{31-33}. Importantly, the absence of Treg cells is an important determinant of immune-mediated sequelae, including colitis that is induced by CD4\textsuperscript{+} T cells.
undergoing LIP. Interestingly, studies in our laboratory show that in Gimap5\textsuperscript{ph/ph} mice, the onset of colitis is preceded by a progressive reduction in circulating CD4\textsuperscript{+} T cells with remaining CD4\textsuperscript{+} T cells exhibiting a lymphopenia-induced proliferation (LIP) phenotype (CD44\textsuperscript{high} and CD62\textsuperscript{low}) with a large number of cells in S phase\textsuperscript{12} and Figure 1). Moreover, CD4\textsuperscript{+} T cells derived from Gimap5\textsuperscript{ph/ph} spleen or mesenteric lymph nodes (MLNs) exhibit a higher capacity to produce cytokines, i.e. IFN\textgreek{g} and/or IL-17A following activation of the T cell receptor.

![Figure 1. Schematic representation of the events causing colitis in Gimap5-deficient mice.](image)

Given the important role of regulatory T cells in immune-mediated sequelae induced by CD4\textsuperscript{+} T cells undergoing LIP, our laboratory assessed whether the colitis was driven by abnormalities in regulatory T cell development or function. Although relatively normal numbers of Foxp3\textsuperscript{+} Treg cells are found in 3-week-old mice, a loss of Treg cell numbers is observed by 6 weeks of age particularly in the MLNs\textsuperscript{34}. In addition, regulatory T cells in Gimap5\textsuperscript{ph/ph} mice show a progressive loss of suppressive function. Specifically, whereas Treg cells from 4-week-old Gimap5\textsuperscript{ph/ph} mice show a slight, but significant reduction in their ability to suppress CD8\textsuperscript{+} T cell proliferation \textit{in vitro}, Treg cells isolated from 6-week-old Gimap5\textsuperscript{ph/ph} mice are incapable of suppressing CD8\textsuperscript{+} T cell proliferation entirely, thus indicating that a progressive impairment in Treg cell survival and function may underlie the colitis development in Gimap5\textsuperscript{ph/ph} mice. Indeed, colitis can be prevented entirely by injecting wildtype regulatory T cells in 4-week-old Gimap5\textsuperscript{ph/ph} mice.

Interestingly, the T cell phenotypes in Gimap5\textsuperscript{ph/ph} mice show striking similarities with those seen in mice deficient in the family of Forkheadbox group O (Foxo) transcription factors.
The family of Foxo transcription factors contain 4 members of which three (Foxo1, Foxo3 and Foxo4) have overlapping patterns of expression and transcriptional activities. They play an essential role in the quiescence and survival of CD4+ T cells. Foxo1 expression is critical for maintaining naïve T cell quiescence. In addition, Foxo1, 3 expression has been reported to be essential for Treg cell development and function. Specifically, Foxo transcription factors serve a role as coactivators downstream of the TGFβ signaling pathway by interacting with SMAD proteins and directly regulate the induction of a number of Treg cell associated genes, including Foxp3, CTLA-4 and CD25. Indeed immunoblot analysis of CD4+ T (including Treg cells) from Gimap5sph/sph mice at various ages, revealed a progressive loss of full-length Foxo1, -3a and -4 proteins, with normal levels at 3 weeks of age, but a complete loss of Foxo-expression in CD4+ T cells from 6-10 week-old Gimap5sph/sph mice. The regulation of Foxo3 and Foxo4 protein expression appears to occur at the post-transcriptional level, although the exact mechanism underlying the loss of Foxo-expression remains to be determined. The progressive nature suggest a strong association with the loss of Treg function in Gimap5sph/sph over time and link the loss of full-length Foxo expression in Gimap5sph/sph lymphocytes with the onset of lymphopenia, impaired lymphocyte proliferation and increased effector function and differentiation into Th17 cells (Figure 1). The detailed mechanistic insight into the loss of immunological tolerance occurring in Gimap5sph/sph mice may ultimately provide important leads as to how polyadenylation polymorphisms in GIMAP5 predispose human patients to T1D or SLE.

5. Mutations in hematopoietic protein 1; an immunodeficiency resulting in loss of a broad range of immunological functions

Genetic aberrancies causing severe combined immunodeficiency (SCID) are generally rare and associated with a high morbidity and/or mortality. They often present significant challenges in terms of treatment due to the wide variety of immune cells that can be affected. Therefore, besides defining the genetic footprint underlying SCID, a critical challenge lies in obtaining a thorough understanding of the degree of the immunodeficiency presented by specific mutations in genes, including defining the types of immune cells affected and functional aberrances observed. Our laboratory previously identified a germline mutant, designated Lampe2, which exhibited impaired NK as well as CD8+ T cell cytololytic effector function as determined by the in vivo cytotoxicity assay described above (Figure 2a). The G1 pedigrees of these germline mutants were selected to establish a homozygote colony used for genetic analysis and further phenotypic characterization. The mutation behaved as strictly recessive, in that normal cytololytic effector functions were observed in heterozygote mutant mice. Further characterization of 6-week-old homozygote Lampe2 mutants revealed markedly reduced numbers of CD8+ T, CD4+ T and B cell populations, and a slight reduction in NK cells (Figure 2b). In contrast, an increase in the number of macrophages in the spleen was observed (Figure 2b). Notably, upon necropsy, the liver exhibited white patches at the periphery (Figure 2c) which upon histological analysis revealed large areas of necrosis and significant hematopoietic infiltrate and inflammation (Figure 2d-e).
Figure 2. Impaired NK and CD8+ T cell function and development of liver injury in Lampe2 mice. (a) Reduced clearance of CFSE labeled β-2m-deficient and antigen-specific target splenocytes in Lampe2 germline mutants compared to C57BL/6J control mice in vivo. 48 hours after transfer, blood samples were collected and analyzed for the presence of wildtype splenocytes (low-CFSE) and Kb-deficient splenocytes (medium-CFSE). The percentage killing is calculated from the ratio between β-2m-deficient and C57BL/6J cells administered to β2m-deficient and control naïve C57BL/6J recipients. (b) The percentage of NK cells, macrophages, CD8+ T cells, CD4+ T cells and B cells in C57BL/6J and homozygote Lampe2 mutant mice. (n > 3) (c) Macroscopic and histological analysis of Lampe2 livers.* = P<0.05; ** = P<0.01; *** = P<0.001

To identify the causative mutation in Lampe2 mice, we performed coarse mapping by crossing Lampe2 C57BL/6J homozygotes males with 129S1/SvImJ females. The resulting F1 offspring were intercrossed to generate a F2 and a total of 24 offspring (6 Lampe2 mutant- and 18 wildtype-phenotypes) were analyzed for both phenotype and genotype. Genotyping was performed using a genome wide custom-made 353-SNP map distinguishing C57BL/6J and 129S1/SvImJ genetic backgrounds. Coarse mapping revealed a single peak with a LOD score of ~5.86 for SNP rs13482738 located on the distal end of chromosome 15 (Figure 3A).
**Figure 3.** Coarse mapping and identification of the causative mutation in Lampe2 mice. (a) Low-resolution mapping of the Lampe2 mutation based on twenty-four mice and a panel of 353 SNPs.
covering the entire genome. The Lampe2 phenotype was linked to the distal site of chromosome 15. (b,c), the A→G intronic mutation causes a new acceptor splice site (b) resulting in the inclusion of 7 nucleotides intronic sequence into mature Hem1 transcript as determined by sequencing of Hem1 cDNA (c). (d) At the protein level, the mutation is predicted to cause a frameshift at amino acid 261 with alternative coding and premature stop at amino acid 318, resulting in a largely truncated Hem1 protein.

The critical region was defined by proximal marker rs6285067 (at position 95.14 Mb) and the distal end of chromosome 15 (at 103.40 Mb) and consisted of ~8.26 Mb genomic DNA containing 242 annotated genes. Among the annotated genes, Hematopoietic protein 1 (Hem-1 aka NCK associated protein 1 like or Nckap1l) presented a clear candidate gene, in that a previously reported ENU germ line mutant carrying a point mutation (referred to as the NBT.1 mutation) causing a premature stop and absence of protein expression, exhibits striking similar phenotypes compared to Lampe2 mice. Specifically, these mice exhibit lymphopenia with a reduced number of peripheral CD4⁺ T, CD8⁺ T and B cells, and on the other hand showed marked expansion of myeloid cells, including neutrophils and macrophages. Moreover, the liver phenotype in mice carrying the NBT.1 mutation bears high resemblance with the liver phenotype observed in Lampe2 mice—i.e. the occurrence of whitish liver margins and large areas of inflammation. Hem1 is a member of the Hem family of cytoplasmic adaptor molecules predominantly and is expressed exclusively in hematopoietic cells, including T and B cells, macrophages, DCs and granulocytes. Hem1 plays a critical role in the reorganization of actin cytoskeleton and as such, affects a wide variety of immune functions, including chemotaxis/migration, adhesion, formation of an immune synapse and phagocytosis. Sequencing of Hem1 exons, including 50 bps of proximal/distal intronic sequence, was performed by Sanger sequencing methodology using genomic DNA and revealed a single A→G point mutation in intron 8-9 located 6 nucleotides upstream of the exon 9 acceptor splice site (Figure 3b). The A→G intronic nucleotide change potentially presented a new acceptor splice site and indeed sequencing of Hem-1 mRNA isolated from spleen showed the inclusion of 7 intronic nucleotides in mRNA derived from Lampe2 mice (Figure 3c). At the protein level, the inclusion of intronic nucleotides is predicted to result in a frame-shift and alternative coding following residue 261, and a premature stop at amino acid 381 resulting in a largely truncated Hem-1 protein in Lampe2 mice (Figure 3d). Given the similarities of the Lampe2 and NBT.1 mutant phenotypes and the predicted severe impact of the Lampe2 mutation on Hem-1 protein expression, we concluded that the mutation in Hem-1 caused the observed phenotypes in Lampe2 mice (hereafter referred to as Hem1lampe2).

Hem1 is part of the Wiskott-Aldrich syndrome protein family Verprolin-homologous protein (WAVE) protein complex in hematopoietic cells regulating cell mobility and intracellular processes requiring rearrangement of the cytoskeleton following immunoreceptor activation, including B and T cell, chemokine and innate immune receptors such as Toll-like receptors. Specifically, receptor triggering causes activation of Rho family of Guanosine triphosphatases (GTPases) such as CDC42, RhoA and Rac ultimately resulting in the activation of downstream adaptor complexes involved in the regulating of actin (de)polymerization. For hematopoietic cells, the adaptor complexes Wiskott-Aldrich
syndrome protein (WASP) and WAVE are particularly important for the control of actin polymerization\textsuperscript{45-48}. The hematopoietic cell-specific WAVE complex consists of a pentameric subunit complex including, Sra-1 (Specifically Rac-associated protein-1), Hem1, Abi (Abelson interactor 1 or 2), WAVE, and HSPC300 (Hematopoietic stem/progenitor cell protein 300)\textsuperscript{49}. Under non-stimulated conditions, the WAVE complex is inactive, but following immunoreceptor activation, GTP-bound Rac binds the pentameric complex presumably through Sra1\textsuperscript{49}. In addition, this complex requires binding of phophatidylinositol (3,4,5) triphosphate (PIP\textsubscript{3}) interaction and phosphorylation by kinases\textsuperscript{50}, including Abl kinase and Mitogen-activated protein kinases\textsuperscript{51}. Ultimately, this results in a conformational change revealing the WAVE-specific VCA (Verprolin-homology, Cofillin-homology, and acidic) region and allow interaction with the actin-regulatory complex (Arp2/3), ultimately converting monomeric actin (G-actin) into filamentous actin (F-actin). Interestingly, the absence of individual subunit components often causes the degradation of all components of the WAVE complex resulting in aberrant actin polymerization. The consequences of deregulated actin polymerization in hematopoietic cells are wide-ranging and affect broad immunological functions, including but not limited to: 1) leukocyte migration/chemotaxis, 2) loss of immune synapse formation affecting T and B cell receptor signaling (thereby affecting T cell function and development), 3) leukocyte adhesion, and 4) DC-specific phagocytosis and their ability to cross present/prime T cells. As such, mutations in the specific subunit components of the WAVE complex resulting in abnormal gene expression/function cause severe combined immunodeficiencies that stretch beyond lymphocyte populations also affecting granulocyte function and are predicted to correlate with high mortality/morbidity.

6. Implications for human PID

Assessing the immune system using ENU mutagenesis in mice has previously led to important breakthrough discoveries in understanding the genetics in human patients with PID. A prime example is the identification of the 3d allele—a missense allele of \textit{Unc93b1}, a gene encoding an ER membrane protein with 12 membrane spanning motifs with a previously unknown function. 3d germline mutants were identified in a screen probing the response of macrophages derived from ENU germline mice to a variety of TLR-ligands. Homozygote 3d mutant mice were found to be unresponsive to ligands activating endosomal TLRs, but exhibited normal responses to TLRs expressed at the surface\textsuperscript{39}. Interestingly, at the same time Casrouge et al. identified two unrelated human patients that presented recurrent infections with Herpes simplex virus-1 (HSV-1) resulting in encephalitis (HSE) and showed remarkable similarities between the phenotypes observed in the human patients and in 3d mutant mice. Specifically, both patients were unresponsive to endosomal TLR stimulation and showed a high viral susceptibility. Following the identification of the causative mutation in 3d mice as being a missense allele of \textit{Unc93b1}, subsequent sequencing of the human patients indeed revealed aberrant mutations in \textit{UNC93B}\textsuperscript{52}. This example highlights the power of ENU mutagenesis and its
unbiased approach, by uncovering the function of genes for which a biological function is otherwise difficult to predict.

With regard to the Gimap5 and Hem-1 germline mutations described in this chapter, both present examples of genetic mutations leading to severe combined immunodeficiencies. Although limited information is available with regard to genetic mutations causing a null phenotype in human GIMAP5 or HEM1, ample evidence exist that dysregulation of these genes plays an important role in human disease. A previous report suggests that SLE patients were shown to have a trend for lower GIMAP5 mRNA expression in peripheral blood mononuclear cells compared to healthy controls\textsuperscript{16}. Moreover, a poly-adenylation mutation in the 3' region of GIMAP5, resulting in minor changes in GIMAP5 mRNA expression in peripheral blood mononuclear cells, are associated with increased predisposition to SLE and T1D\textsuperscript{15, 16, 53}. Thus far, the effect on GIMAP protein expression, specifically in lymphocytes of homozygote/heterozygote carriers for this mutation, remains elusive and warrants further research. Our studies using Gimap5-deficient mice point to an important role for Gimap5 in maintaining peripheral immunological tolerance that is intrinsically related to the loss of Gimap5 expression in CD4\textsuperscript{+} T cells. Thus, research efforts may be directed to a better understanding of GIMAP5 and FOXO protein expression specifically in CD4\textsuperscript{+} T cells in human patients with SLE or T1D that carry the polyadenylation mutation in GIMAP5.

Finally, perhaps due to its indispensable role in a wide variety of immune pathways, mutations in human HEM1 leading to dysregulated actin polymerization, have thus far not been reported. Nonetheless, over- or under-expression of HEM1 is associated with disease prognosis in leukemia\textsuperscript{54}. Specifically, HEM1 overexpression in B-cell chronic lymphocytic leukemia (CLL) is associated with a poor outcome, whereas down-regulation of HEM1 expression in CLL cells rendered tumor cells more susceptible to fludarabine-mediated killing\textsuperscript{54}. These findings may indicate the critical role for HEM1 in invasion and/or metastasis of tumor cells from hematopoietic origin.

7. Concluding remarks

A major challenge in the field of genomics is to obtain a comprehensive understanding of the functions of all annotated mammalian genes. Whereas identification and analysis of genome wide SNPs and/or unique nucleotide changes are drastically improved following the development of next generation sequencing technologies, understanding the consequences of such genetic variants remains a major challenge in virtually all biomedical fields. ENU mutagenesis provides one approach that is both powerful and unbiased, uncovering gene function by introducing the sort of genetic abnormalities that can be observed in human patients (e.g. primary immuno-deficiencies). Ultimately, utilization of both forward and reverse genetic approaches will be instrumental in closing the existing phenotype gap and will help us understand the association between identified genetic variants, the implications for protein and biological function, and human disease.
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1. Introduction

Food production and food security faces several challenges such as climate change and expanding human growth, the competition of food and non-food uses, and decreasing area of arable land. The role of plant breeding in providing sustainable food production is to enable stable yields with lower inputs of fertilizers, energy and water use, to produce safe and quality food and to meet the demand of a projected raise in human population and livestock production. World population is projected to reach 10 billion by 2100 (United Nations, 2011) with the trend of changing diet towards higher quality food. Mutagenesis could be one of the solution to challenges facing the agriculture. Mutation breeding has substantially contributed the countries’ economies and to conservation of biodiversity by stopping gene erosion. Improvement of crop production regarding pest and disease management is one of the main goals in agricultural breeding. Pathogens cause huge yield losses in the agriculture every year with large economic losses and damage to ecosystems. Disease outbreaks pose threats to global food security causing global yield loss of 16% (Oerke, 2006). Actual losses due to pests (weeds, animal pests and pathogens) range from 26-29% for sugar beet, barley, soybean, wheat and cotton, to 31-40% for maize, potato and rice (Oerke, 2006). The actual loss is referring to the losses sustained despite protection measures applied. Plant parasitic nematodes cause crop losses up to 125 US dollars annually (Chitwood, 2003). The constant challenge in plant breeding is to deal with the overcome disease and pest resistance and the development of new aggressive strains of pathogens such as fungi Puccinia striiformis, a causal agent of wheat yellow rust. The advances in molecular technology and in recent findings in cloning of disease resistance (R) genes allow the improvement of crop disease resistance by applying traditional breeding, genomic approaches, transgenic deployment and mutagenesis tools for enhancing disease and pest resistance. Using radiation breeding, traits for yield, quality, taste and disease and pest resistance have been improved in cereals, legumes, cotton, peppermint, sunflowers, peanut,
grapefruit, sesame, banana and cassava. Basic scientific research has substantially benefited from mutagenesis. Using in vitro mutagenesis, a considerable progress in understanding the evolution of molecular mechanisms of resistance was achieved.

2. Disease and pest resistance in plants

Plants encounter numerous beneficial and harmful organisms (pathogens) in the environment and use different strategies and mechanisms to cope with in order to survive and reproduce successfully. Basal resistance is referring to the constitutive defence provided by pre-existing physical and chemical barriers in order to disable penetration of pathogen to the host-cell. Another aspect of basal resistance is the recognition of microbial surfaces by cell surface receptors that trigger immune response and offer broad-spectrum resistance. This non-specific resistance is called pathogen associated molecular pattern (PAMP)-triggered immunity (PTI) (Jones & Dangl, 2006). There is an evidence of structural similarity of cell-surface receptors, usually receptor-like kinases, between plants and animals (Nurenberger et al., 2004). The term PAMP is referring to small conserved molecules secreted on the surface of a class of microbes. In bacteria, well characterized PAMPs are: i) flagellin, which is a major structural protein essential for bacteria motility (Ramos et al., 2004), ii) lipopolysaccharides (LPS), a component of the cell wall of Gram-negative bacteria, and iii) peptidoglycan (PGN), a polymer forming the cell wall common to all bacteria (Akira & Takeda, 2004; Janeway & Medzhitov, 2002). In fungi, well characterized PAMPs are chitins, mannans and proteins (Cohn et al., 2001; Holt et al., 2003; Parker, 2003). PTI immune system exist in all higher plants (Boller & He, 2009). For example, homologues of Arabidopsis FLS2 gene, coding for LRR receptor-like kinase, were found in all sequenced plants. Apart from structural conservation of FLS2 gene there is proven functionality between different species. Rice FLS2 gene is functional in Arabidopsis fls2 mutant, thus suggesting conservation of associated signalling pathways (Takai et al., 2008). During the co-evolution of interplay between successful plant defence and pathogen attack, plant evolved rapid defence responses, involving programmed cell death during hypersensitive response. The response is mediated through R proteins that are either directly involved in the recognition of pathogen effectors or act as a guardian for the modification of plant proteins. Higher level of defence is able to detect specific pathogen effectors and is referred to effector-triggered immunity (ETI). Recent advances in understanding plant immunity suggest that basal resistance and race-specific resistance (ETI) evolve simultaneously as an answer to selection pressure on both actors. Natural selection drives the pathogen to avoid resistance either by evolving the existent effector gene or by acquiring additional effectors. This new effector put the selection pressure on host plant to evolve new R gene alleles. The co-evolution of plant defence and pathogen attacks are the result of constant selection pressure that occur across spatial and temporal scales (Ravensdale et al., 2011). In PTI immunity system there is an evidence of molecular evolutionary conservation in structure and functions across kingdoms borders (Medzhitov & Janeway, 1997; Imler & Hoffmann, 2001), however the evidence of existence of ETI in animals is missing. ETI enables the detection of pathogen-specific effectors by
protein receptors coded by \( R \) genes in every single cell in contrast to invertebrate animals that have circulating system, which constitutes to important distinction between plant and animal innate immune systems (Ausubel, 2005). The major players in expressing ETI are plant \( R \) and pathogen \( Avr \) genes. Unlike PTI, which is expressed in all plants of a given species, ETI is often expressed in some but not all genotypes within a plant species against pathogen race specific effectors. Although ETI response is fast and effective, plant can also detect pathogens through basal immune system.

2.1. \( R \) genes

For most proteins coded by \( R \) genes there are characteristic, conserved, structural domains. In general, we can divide \( R \) proteins according to the mode of resistance, to race-specific and race-non-specific. According to structural motif, they can be divided into five classes (Hammond-Kosack & Parker, 2003). In the first class, there are serin/threonin kinases such as \( Pto \) gene at tomato conferring resistance to bacteria \( Pseudomonas syringae \). All other \( R \) proteins, combined in four classes, have leucine rich repeat domain and are distinguished by the localization of these domains. \( R \) proteins of second class are transmembrane receptors with extracellular LRR domain (\( Cf \) gene family in tomato), while \( R \) proteins of third class have extracellular LRR domain connected to kinase domain (\( Xa21 \) gene at rice). \( R \) genes belonging to the fourth and fifth group code for intracellular proteins with NBS and LRR domain. LRR domain is important for ligand binding and the recognition of pathogen effectors (Young, 2000). The C- and N-terminal end of LRR domain are proposed to have distinct functions, the C-terminal end is responsible for the ligand recognition and important for determining \( R-Avr \) specificity, while N-terminal end is responsible for activation of further signal transduction (Inohara & Nunez, 2003; Tanabe et al., 2004; Chen et al., 2004). Structural similarities between NBS-LRR proteins of different species and taxa confirm the conservation of basic mechanism of defence against pathogens during the evolution and diversification (Moffet et al., 2002). Although \( R \) proteins share similar structure at the amino acid level, they clearly differentiate at the nucleotide level. For example, the level of amino acid hop (\( Humulus lupulus \) L.) RGA sequences compared to cloned \( R \) genes of evolutionary distant plants such as \( Arabidopsis \) is mainly restricted to the presumed functional domain (Kozjak et al., 2009).

2.2. Interplay between plant defence and pathogen attack

There are few models describing the interaction between pathogen avirulence (\( Avr \)) molecules called effectors and \( R \) proteins that are differing in the mode of action (direct or indirect).

2.2.1. Gene-for-gene

Gene for gene concept is based on direct physical interaction between plant \( R \) gene and corresponding pathogen avirulence \( Avr \) gene (Flor, 1955). Examples of such interactions have been described in tomato, where \( Pto \) interacts with \( AvrPto \) gene product of
Pseudomonas syringae (Scofield et al. 1996), in rice-rice blast pathosystem, where Pi-ta interacts with Avr-Pita (Jia et al., 2000) and in Arabidopsis, where RRS1 protein interacts with Avr-PopP2 gene product of Ralstonia solanacearum (Bernoux et al. 2008).

2.2.2. Guard hypothesis

Alternatively, the guard hypothesis is based on the assumption that R proteins act as guards on host target proteins (guardee) and are a part of protein complex. This hypothesis predicts R proteins to be part of surveillance machinery and suggests indirect interaction between R proteins and corresponding Avr gene products. R proteins are activated by the modifications of host targets of corresponding pathogen effector (van der Biezen & Jones, 1998; Dangl & Jones, 2001). Two scenarios are proposed for indirect interactions (Figure 1). The Guard model was proposed to explain how the single R gene product perceives multiple effectors (Jones & Dangl, 2006) (Figure 1). The first experimental evidence shown for RPM1-mediated disease resistance to P. syringae revealed that RPM1 signalling cascade is activated by a protein component RIN4 which also needs to be activated by the phosphorylation in the presence of AvrB or AvrRpm1 (Mackey et al., 2002, 2003). In the absence of effectors, RPM1 is negatively regulated by the RIN4 and stays in inactive form (Mackey et al. 2003). Axtell & Staskawicz (2003) demonstrated that RIN4 has a dual role and acts as a negative regulator of RPS2 activation conferring resistance to P. syringae expressing AvrRpt2. In contrast to RIN4 phosphorylation, for the activation of RPM1 signalling pathway, RPS2 activity requires the AvrRpt2-mediated disappearance of RIN4.

---

**Figure 1.** Schematic presentation of Guard and Decoy model
2.2.3. The Decoy model

The physical nature of the R-Avr interaction has big impact on the evolution of these proteins (Ravensdale et al., 2011). Effector target and plant guardee are under opposing selection pressures. First, in the absence of R gene product, the binding affinity of guardee should decrease in order to avoid detection and modification of a guardee. Just opposite, in the presence of functional R gene product, the selection pressure is put on guardee to enhance pathogen detection by improved interactions (van der Hoorn & Kamoun, 2008). This opposite pressure lead to unstable situation that could be released by the host protein that mimics the effector target without contributing to pathogen fitness. This host protein is termed as a “decoy” and is specialized in attracting effector. Difference between the Decoy and Guard models is that in the Decoy model, the pathogen fitness does not benefit from the absence of R protein (van der Hoorn & Kamoun, 2008) (Figure 1).

The Decoy model was proposed just recently and has to be experimentally proven, however few well-studied effector-perception mechanisms support this model. Tomato Pto interacts with avrPto to trigger the resistance to P. syringae, with the associated NB-LRR Prf protein that is necessary to trigger further defences. Prf protein acts as a guard on Pto. In addition to Pto, AvrPto binds to different receptor kinase targets, including FLS2 in Arabidopsis and LeFLS2 in tomato to block plant immune responses. AvrPto contributes to virulence on tomato even in the absence of Pto (Chang et al. 2000) but not on Arabidopsis lacking FLS2 (Xiang et al., 2008). On fls mutants, AvrPto no longer contributes to virulence (Xaing et al., 2008). It has been proposed that Pto competes with FLS2 for AvrPto binding (Zhou & Chai, 2008; Zipfel & Rathjen 2008). In this case, Pto acts as a decoy. Since AvrPto inhibits multiple kinases, Pto could evolve by mimicking one of them by losing some of the structural properties or by duplication and subsequent divergent evolution (Tian et al., 2007, van der Hoorn & Kamoun, 2008). Both of the models, Guard and Decoy, are not necessarily excluding each other since “guardee” may evolve into the “decoy”.

2.2.4. Co-evolution of plant resistance and pathogen virulence

The co-evolution of host-pathogen interaction is driven by different factors, such as environmental conditions, population size and pathogen dispersal mechanisms that put the selective pressure on each other across space and time. Plant defences against pathogen attacks are dynamic processes that involve regulation of many defence components on the cellular level. NBS-LRR genes take a part in network with other components of signal transduction, since most proteins act as a complex with other components. During the defence, multiple organelles are included in the recognition and signalling mechanisms. The intracellular trafficking of pathogen effectors, mRNA and R proteins between the cytoplasm and nucleus is crucial for successful immune responses (Deslandes & Rivas, 2011). There has been evidence that effectors modulate transcriptional machinery by activation or repression suggesting the involvement of defence associated loci through changes of chromatin (van der Burg & Takken, 2009). The co-evolution of other components is prerequisite for optimal functioning, which is seen as different quantitative characteristics among species (Jones &
Dangl, 2006). This is the case of Bs2 gene from pepper carrying resistance against bacteria Xanthomonas sp., which is functional in many species within the Solanaceae family but not outside the family. Similarly, in Arabidopsis some traits may not be relevant to non-brassicaceous plants. Diversity for the virulence (or specialization) and the host resistance is dependent on the reproductive strategies of the host (out crossing or inbreed) and geographical distribution. Host populations can represent distinct groups regarding disease resistance. Ravensdale et al. (2011) analysed host resistance in flax against flax rust resistance and found that resistance structure within populations varied from nearly monomorphic to highly polymorphic, having at least 18 different resistance phenotypes. He concludes that temporal and spatial variation of disease resistance between populations puts stronger selection pressure or drift on the evolution of resistance than on the gene flow. The ZIGZAG model, proposed by Jones & Dangl (2006), illustrates the quantitative output of the plant immune system that can be presented in four phases. In phase 1, plants detect pathogen effectors or PAMPs and trigger PAMP triggered immunity (PTI). In phase 2, pathogen interfere with PTI, in phase 3, an effector is recognized by R protein activating effector triggered immunity (ETI) and in phase 4, pathogen evolve new effectors to suppress ETI thus putting the selection pressure on new R protein alleles in plants.

2.2.4.1. Development and evolution of R genes

R genes develop by different natural mutagenesis mechanisms such as: i) recombination, ii) tandem or segmental duplication gene events, iii) unequal crossing-over, iv) point mutation and v) selection pressure from the environment (Meyers et al. 2005). R genes and analogs of R genes (RGAs) have strong tendency for clustering in plants (Meyers et al., 1998; Gebhardt and Valkonen, 2001; Mutlu et al., 2006; Di Gaspero et al., 2007). NBS-LRR genes are unevenly distributed and usually organised in clusters including pseudogenes (Meyers et al. 1999). Pseudogenes are assumed to be the source of higher variation than in coding genes and offer a potential reservoir for the R gene evolution, so the polymorphism detected in non-coding area of genome is rather expected (Calenge et al., 2005). Recombination is often in closely related and physically close R genes (Meyers et al., 2003; Baumgarten et al., 2003) however, in R gene cluster of soybean and lettuce a phenomena of suppressed recombination was observed (Kanazin et al. 1996; Meyers et al., 1998). Genome analyses of Arabidopsis shows translocation events of NBS-LRR genes by genomic duplications at distant, probably random locations in the genome, these mutations are called ectopic mutations (Meyers et al., 2003; Baumgarten et al., 2003; Leister, 2004). At some loci gene families expand by tandem duplications, doubled sequences are accumulating mutations, which increase the complexity of R gene sequences. Comparative sequence analyses of different plant species of Arabidopsis (Meyers et al., 2003), tomato (Seah et al., 2007), wild potato (Kuang et al., 2005), wheat (Wicker et al., 2007), rice (Dai et al., 2010), soybean (Innes et al., 2008) and common bean (David et al., 2009) suggest that R gene follow different evolution path. Assuming that R genes evolve as response to selection pressure of pathogens and changing environment, Kuang et al. (2003; 2005) proposed two evolutionary categories: type I, include genes of frequent sequence exchange among paralogs and type II include slowly evolving genes with the accumulation of single amino acid substitutions.
Although most of R genes are dominantly inherited, there are recessive genes that confer race non-specific resistance such as Mlo gene at barley against Erysiphe graminis (Buschges et al., 1997), RRS-e gene at Arabidopsis against different races of Ralstonia solanacearum (Deslandes et al., 2002) and Xa5 at rice against Xanthomonas oryzae pv. oryzae (Iyer & McCouch, 2004).

3. Breeding for disease and pest resistance

Commonly used methods for improving elite cultivars for disease and pest resistance combine traditional breeding methods (hybridization, selection, and introduction), alternative methods (tissue culture) and mutagenesis using forward and reverse genetic techniques (Figure 2). The induction of mutations for crop improvement is termed mutation breeding. To identify genes and its function two main approaches are employed: forward and reverse genetic techniques. The term forward genetics is used for identifying (cloning) gene, while the term reverse genetics is used to reveal gene function by analyzing phenotypic effects of a gene with known sequence. With the establishment division for Agriculture & Biotechnology at the International Atomic Energy Agency (IAEA) and the Food and Agriculture Organization, more than 2000 varieties have been released that derived from either direct mutant or crosses between mutants (Ahloowalia et al., 2004). Most of these varieties are improved for increased yield and enhanced quality (improved processing quality, increased stress tolerance,...). Improved characteristics have been released in more than 175 varieties and plant species.

3.1. Classical breeding

The most effective approach to prevent disease outbreak is to cultivate resistant varieties. Transferring genes through conventional transfer process may be hampered by the vertifolia effect that refers to the loss of horizontal resistance during the breeding for vertical resistance (Van der Plank, 1963). A frequent problem associated with R genes is their short-term efficacy. Disease resistance of genetically uniform lines with single source of resistance is often defeated by new pathogen races when cultivated large-scale and long-term. This was the case with rice carrying only Xa4 gene against bacterial blight across several Asian countries (reviewed in Kameswara Rao et al., 2002). Planting a mixture of cultivars would reduce the disease incidence, but intensive mechanization of crop production and modern markets demand uniform crops.

3.1.1. Map-based cloning

Map-based cloning is an approach to identify R gene and determine the sequence of a gene using molecular markers. We distinguish two different types of mapping: i) genetic mapping based on the classical techniques using pedigree or breeding of recombinant phenotypes and ii) physical mapping based on the use of biotechnological techniques (genetic fingerprinting) to determine the order and spacing between markers or genes. Linkage map is a genetic map presenting genes in lineage order and distance in between in
centimorgans (cM). Mapping Quantitative Trait Loci (QTLs) is effective approach for studying plant disease resistance. The first step in map-based cloning is to place molecular markers that lie near a gene of interest and co-segregate with proposed gene without recombination. It has been shown that soybean cyst nematode resistance, rice blast resistance and black mold resistance in tomato, grey leaf spot and common rust in maize are under the control of QTL (Wang et al., 1994, Robert et al., 2001; Concibido et al., 2004; Danson et al., 2008). The second step is to clone the gene by chromosome walking and sequencing the gene. Determination of QTLs is important for studying epistatic interactions and race specificity. More than 35 QTLs in rice were found near R genes for resistance to blast (Ballini et al., 2008; Fukuoka & Okuno, 1997; Tabien et al., 2000, 2002). Identification of markers linked to QTL facilitates the targeting of recessive alleles, which can be masked by epistasis in the specific environment (Joshi & Nayak, 2010).

Figure 2. Schematic presentation of most commonly used methods for pest and disease resistance breeding in crops

3.1.2. Pyramiding R genes by marker assisted selection (MAS)

In order to avoid breakdown of resistance conferred by single R gene, pyramiding multiple R genes in genetically uniform lines presents an alternative. The idea of pyramiding R genes into crops is to construct sufficiently large pools of R genes that correspond to all avirulence genes in pathogen populations of specific regions. The probability of pathogen to break
resistance to two or even more genes is much lower than to single gene. Advantages of pyramiding genes in single genotype are: i) more effective control of insect resistant to single toxin that may be controlled by a second toxin, ii) lower probability of evolving resistance to two independent actions through selection of one toxin, and iii) a single effector cannot break resistance to binding to immunologically different targets (Gahan et al. 2005). The problem of introducing several genes by classical breeding is the transfer of undesirable traits that need to be removed by backcrossing. Gene pyramiding by classical breeding is also difficult due to the dominance and epistatic effects (Singh et al., 2001), but the identification of molecular markers linked to resistance genes or loci ease the identification of desired plants. The selection of desirable phenotype by molecular markers is termed marker assisted selection (MAS). MAS-based gene pyramiding is an analogue approach to classical breeding but less time consuming and relying on the use of molecular markers that speed up the selection procedures. Using sequence tagged sites (STS) markers, MAS based gene pyramiding and marker-aided backcrossing procedures several genes have been successfully transferred in elite rice cultivars (Huang et al. 1997; Singh et al. 2001). In common wheat, three leaf rust resistance genes \textit{Lr41}, \textit{Lr42}, \textit{Lr43} were successfully pyramided as well (Cox et al. 1993).

### 3.2. Mutagenesis

The discovery of x-rays inducing mutations in \textit{Drosophila melanogaster} presents the beginning of mutation breeding in plants. The term mutagenesis applies to methods used for the induction of random or site directed mutations in plant DNA to create new valuable traits in well-adopted cultivars. According to the FAO/IAEA database there are 320 cultivars with improved disease resistance using mutagenic agents that were obtained as direct mutant or derived from hybridization with mutant or from progeny (for example by self-fertilization). Induced mutations have been used to improve economically important crops such as wheat, barley, rice, cotton, peanut, banana etc. Disease and pest resistance in commercial crops was improved mostly in cereals (rice, barley, maize, wheat) and legumes (bean, green pea).

Spontaneous mutations occur at low frequencies, one in a million per gene. If two independent mutations are necessary in recessive alleles to obtain resistant phenotype, the frequency lowers to $10^{-18}$ per nucleotide (Gressel & Levy, 2006). Mutagenesis is used to accelerate spontaneous mutations in driven evolution. Using chemical mutagen (EMS) in \textit{Arabidopsis} about ten mutations per gene were recorded among 192 genes in 3,000 M\textsubscript{2} plants examined (Greene et al., 2003) with an average of 720 mutations in single M\textsubscript{2} plant (Till et al., 2003). For the improvement of disease resistance, the induction of spontaneous mutations is applied by different mutagenesis approaches: virus induced gene silencing, RNA-mediated interference, \textit{Agrobacterium}-mediated insertional mutagenesis, radiation and chemical mutagenesis and with combined approaches such as Targeting Induced Local Lesions in Genome (TILLING). For the identification of mutants, different methods have been developed through years, that include: i) high resolution melting techniques (HRM), ii) protein truncation test that detect mutants from the termination of mRNA translation, iii) single-strand conformation
polymorphism (SSCP) for the detection of frameshift mutations, nonsense and missense mutations, iv) Southern hybridization for detecting large mutations (deletion, insertions, rearrangements), v) denaturing gradient gel electrophoresis (DGGE), vi) DNA microarray, vii) single and multiparallel DNA sequencing, viii) TILLING for the detection of mutations in large exon-rich amplicons and ix) PCR based detection technique. Novel sequencing approaches based on Sequence Candidate Amplicons in Multiple Parallel Reactions are now most commonly used in genomic analyses of gene expression and regulation modes, including the production of genetic maps. The new generation machines (Illumina Genome Analyser, ABI SOLiD, Roche 454) are capable of producing millions of DNA sequences in a single run. The advantage of multiparallel sequencing using pooling strategy is the identification of rare mutations that are distinguishable from background sequencing errors.

3.2.1. Induced mutagenesis by chemical or physical mutagens

Most mutagenic populations are generated by treating seeds with radiation or chemical mutagens. Physical mutagens are X-rays, Gamma rays, alpha particles, UV and radioactive decays. Irradiation usually cause large mutations (large-scale deletions of DNA), while chemical mutagens usually cause point mutations. Fast neutrons are high-energy thermal neutrons produced by nuclear fission. They induce broad range of deletions and chromosomal changes and are often accompanied by gamma radiation. The major fast neutron bombardment technique is Delete-a-gene, a knockouts gene system for plants (Li et al., 2002; Li & Zhang, 2002; Rogers et al., 2009). Delete-a-gene combines fast neutron radiation of seeds and identification of mutants by PCR using two specific primers for targeted locus and shortened PCR extension time to suppress the amplification of a wild type gene. Delete-a-gene is used as alternative method to insertional methods in cases when we do not have well characterized transposons or when the genes are placed in tandem duplication and we cannot inactivate them at the same time in order to observe mutant phenotype (Li et al. 2002). It can be applied to all plants since no transformation and tissue culture is needed. The carbon ions with high linear energy transfer (LET) has been proven very successful for the induction of base substitutions or small deletions/insertions in Arabidopsis that can be determined by single nucleotide polymorphism (SNP) detection system which is beneficial for forward genetics and plant breeding (Kazama et al., 2011).

Mutations induced by chemical mutagens are point mutations and are less damaging (not lethal) than large rearrangements. The advantage of chemical mutagenesis is that is can provide loss- and gain- of - function of genes. There are various chemical mutagens used for generating variability, such as sodium azide, ethyl methanesulphonate (EMS), methyl methanesulphonate (MMS), hydrogen fluoride (HF), diethyl sulphate, hydroxylamine and N-methyl-N-nitrosourea (MNU). Most commonly used mutagen in creating TILLING populations in maize, rice, Brassica sp., pea, barley, wheat, soya and cucumber is ethyl methanesulphonate (EMS) (reviewed in Kurowska et al. 2011).

Induced mutagenesis by chemical or radiation mutagens have advantages over insertional methods, since mutagens introduce random changes throughout genome and can generate
variety of mutations within a single plant. Comparing to other methods, it is applicable to all crops and it does not demand the establishment of species-specific protocols for transformation and regeneration.

3.2.2. *Agrobacterium*-mediated transformation

Plant transformation technologies employ physical incorporation of foreign DNA into the host genome by different approaches, directly or indirectly. The indirect methods include transformations using *Agrobacterium tumefaciens* or *Agrobacteria rhizogenes*, while direct approaches include protoplast transformation and biolistic or microprojectile bombardment. *Agrobacterium* mediated insertional mutagenesis rely on a natural process of transferring T-DNA as a short segment of *Agrobacterium* plasmid to plant genome when infected by the *Agrobacterium*. The main transgenic crops improved for disease and pest resistance are soybean, maize, rapeseed, cotton, wheat, potato and rice (GMO Compass, 2012). Most of the transgenic research has been focused on virus resistance. In the past, it was believed that monocots are not amenable to *Agrobacterium* mediated transformation, but a successful transformation of wheat (Cheng et al., 1997), maize (Ishida et al. 1996) and barley (Tingay et al., 1997) was reported. Nevertheless, the transformation efficiency in monocots is still unsatisfactory. *Agrobacterium*-mediated transformation is fast and efficient method for introducing genetic material into the host cell and is preferable to many other insertional methods, since it introduces single copies of gene construct using highly efficient vectors that enhance virulence gene expression. However, some crops express hypersensitive response during inoculation. Alternative transformation methods that exclude tissue culture steps are called *in planta* transformation that allow circumvent the transformation constraints in some monocots. *In planta* transformation, transgenes are delivered into apical meristem of differentiated seed embryo in the form of naked DNA or from *Agrobacterium*. Transgene is injected into the floral tissue of a plant using a needleless-injection device. Once the tissue is transformed, it is removed from the plant and regenerated separately *in vitro*. It has been successfully applied in mulberry, cotton, soybean, and rice (reviewed in Keshamma, 2008).

With sequencing plant genomes, such as *Arabidopsis*, rice and poplar, many genes were identified but their function and localization needs to be proven experimentally *in vivo*. A modified version of *Agrobacterium*-based transformation is Fast Agro-mediated Seedling Transformation (FAST). It offers a transient transformation assay that can take a week, starting from sowing seeds to protein analysis (Li et al. 2009). The advantages of these methods are in addition to time saving also minimal handling with seedlings, high transformation efficiency and big potential for automated high-throughput analysis. This system was applied in *Arabidopsis* to examine the biochemical activity of gene product; it’s localization as well as protein-protein interactions. The limitations are in non-expression in different tissues and the need for biological compatible species. It may not be useful for studying disease resistance gene functionality since the co-cultivation with *Agrobacterium* could induce host disease resistance defences. Necrotic responses have been reported in several crops. The defense reaction in grapes was triggered by elevated levels of auxin.
produced by wild-type T-DNA (Deng et al. 1995), while in tomato, resistance responses were triggered by flagellin (Felix et al. 1999).

3.2.3. Insertional mutagenesis using transposon

Transposon mutagenesis is used when plants are not susceptible to Agrobacterium-mediated transformation. Transposons are mobile elements able to move within genome and exist in several copies within the wild-type genome. In order to distinguish novel insertion events from wild type transposon, foreign sequences are introduced into transposon construct. Alternatively, transposon is transferred between different species. Comparing to T-DNA insertional mutagenesis, transposon insertion is more unstable, so different systems are developed to generate more stable transposon insertions (Twyman and Kohli, 2003). The most common is two-component transposon system. One component consists of Activator (Ac) mobile element that includes its own transposase for mobility within the genome, while the second component is lacking the transposase gene, named Dissociation (Ds) element. For the incorporation into host cell, both components are necessary but Ac element can be eliminated by further crossing in order to disable Ds element to move. A transposon tagging is a method of cloning genes whose function is not known. The first step is to identify mutant plants with changed phenotype for a specific trait because of insertion of transposon, truncation and inactivation of a gene. The genomic library is then generated from selected mutants and screened for transposable element. Any clone containing the element will also contain the mutated gene adjacent to the transposon that can be further sequenced and analysed. By transposon tagging, the first cloned $R$ genes were isolated from maize, $Hm1$ gene that confers resistance fungal pathogen Cochliobolus carbonum (Johal & Briggs, 1992), $Cf-9$ gene from tomato against fungus Cladosporium fulvum (Jones et al., 1994) and $N$ gene from tobacco conferring resistance to tobacco mosaic virus (TMV) (Dinesh-Kumar et al., 1995). Targeted transposon tagging is a choice when we target single gene, while for isolating a group of genes a modified method, non-targeting transposon tagging, is an alternative (Gierl & Saedler, 1992).

3.2.4. Insertional mutagenesis using RNAi silencing

The phenomena of RNA silencing were discovered as a side effect during the plant transformation, in which the transgene and homologous endogene were silenced after the successful transformation. RNA silencing is a natural mechanism of wild $R$ gene regulations that can be exploited in molecular breeding. This regulatory mechanism provides defence systems by destroying foreign nucleic acids of different nature. In Arabidopsis, RPP5 locus contains structurally unrelated genes combining $RPP4$ gene that confers resistance to downy mildew Peronospora parasitica and $SNC1$ gene against multiple pathogens (van der Biezen et al., 2002). Small RNAs are generated from RPP5 locus that could be a gradient form for generation of double-stranded small RNAs involved in RNA silencing (Nakano et al. 2006; Kasschau et al., 2007). It has been shown that RNA silencing may reduce fitness costs for expressing multiple $R$ genes in the absence of pathogen and offers the possibility to express broad-spectrum resistance (Eckardt, 2007). Disadvantage of using RNA silencing is that it
has very variable success in different crops and its time consuming due to the vector construction and transformation of a plant. One of the first commercial outcome using RNA silencing was transgenic papaya with resistance to Papaya ringspot virus (Fuchs and Gonsalves, 2007). Destroying RNAs of viruses can also be achieved by using artificial short RNAs called miRNA. Apart from conferring resistance to viruses, miRNA has broader application for resistance to other pathogens as well. RNA silencing was induced in tobacco plants transformed with constructs against root-knot nematode gene that showed effective resistance (Fairbairn et al., 2007). Baum et al. (2007) identified 14 genes at western corn rootworm larvae that are destroyed by the dsRNA. Transforming maize with dsRNA genes gave protection similar to Bacillus thuringiensis transgene. Example of miRNA contributing to bacteria resistance is miRNA from Arabidopsis against P. syringae (Navarro et al., 2006). It has also been shown that Arabidopsis gene silencing is involved in specific resistance to funghi of the Verticillium genus (Ellendorff et al., 2009).

3.2.5. Virus-induced gene silencing (VIGS)

Virus-induced gene silencing is based on cloning 200-1300 bp long plant gene cDNA in RNA of a virus and incorporates it into plant genome by Agrobacterium-mediated transformation. It is applicable in monocot and dicot species. The advantage is that several homologues genes are targeted by single construct, but the phenotype is transient and mutations are not inherited.

In plants, manifestation of a pathway is termed as post-transcriptional gene silencing (VIGS). VIGS was used to unravel tobacco genes involved in N gene mediated defence pathway conferring resistance to tobacco mosaic virus (TMV). Three genes Rar1, EDS1 and NPR1/NIM1 were recognised to play an important role in signalling pathway against TMV, since the infection with TMV occurs in the presence of N gene if these genes are silenced (Liu et al., 2004). In Arabidopsis, silencing genes rar1, hsp90 and ndr1 in functional analysis of RPS2-dependent resistance demonstrated their involvement in expressing disease resistance caused by P. syringae (Cai et al., 2006). Using VIGS, the role of Hsp90 was proven in I-2-mediated resistance pathway against fungus Fusarium oxysporum in tomato (de la Fuente van Bentem et al., 2005) and Mla13-mediated resistance against fungus Blumeria graminis in barley (Hein et al., 2005). Although VIGS has been employed in important findings, the main disadvantage is the inability to employ vectors in certain varieties due to the natural resistance against those vectors.

3.2.6. Targeting induced local lesions in genome

Targeting Induced Local Lesions in Genome (TILLING) was developed as an alternative to insertional mutagenesis. The strategy was described by McCallum et al. (2000), who describes three main steps: i) treatment of seeds with mutagen and development of M1 and M2 generation and creation of DNAs pools of M2 plants, ii) detection of mutations (PCR amplification of specific fragments, heteroduplex formation and identification of heteroduplex using DHPLC, cleavage by specific endonucleases, high-throughput
sequencing, identification of mutant plants and determination of mutations) and iii) analysis of mutant phenotype (Kurowska et al., 2011). TILLING is a non-transgenic strategy for providing large spectrum of mutations (point mutations, small insertion, truncation and deletions) that can be applied when the sequence of gene is known and the methodology of detection of SNPs has been developed (Colbert et al., 2001). Advantages of TILLING over T-DNA insertions are in smaller population needed for the saturation mutagenesis (5,000 M1 plants for TILLING compared to 360,000 M1 plants for T-DNA mutagenesis) due to higher frequency of mutations (Østergaard & Yanofsky, 2004; Alonso & Ecker, 2006). This method provides allelic series of mutants, including knockouts. There is no need to have fully sequenced genome of the studied species, the sequences can be retrieved from gene databases (GenBank) and homologs identified by the BLAST search. Nevertheless, the search for evolutionary distant species should be done for amino acid rather than nucleotide queries. Bioinformatics analyses are necessary during all steps in TILLING strategy, from the determination of a gene to the determination of allele impact on protein function (Kurowska et al. 2011). TILLING is used mainly for basic research, the potential for commercial purposes still need to be established.

Since the invention of the method, many modifications have been developed such as Eco-TILLING (Comai et al., 2004) and individual TILLING (iTILLING) (Bush & Krysan, 2010). The difference between Tilling and iTILLING is that in Tilling DNA is polled from M2 plants, while in iTILLING, DNA is isolated from pooled seeds collected in bulks of M1 plants, which is cheaper and less time consuming. In iTILLING the detection of mutations is based on high-resolution melt-curve analysis of PCR products to reveal mutations of interest. Eco-TILLING is efficient method for cataloguing natural polymorphisms (SNPs, small insertions and deletions) in wild populations. It is cost effective because only one individual per haplotype is sequenced and it is applicable to all species. Eco-TILLING is used for identification of resistance genes to novel diseases and in discovering disease resistance gene variation. Allelic variants of elf4E and elf(iso)4E genes in Capsicum species that are involved in elimination of RNA viruses were identified as valuable source for resistance to RNA viruses (Ibiza & Nuez, 2010). Using Eco-TILLING different allele variants were examined in barley at Mlo and mla genes that are involved in resistance to powdery mildew (Mejlhede et al., 2006). The powdery mildew resistance gene mlo is a single copy gene that encodes protein involved in cell wall process. Using EcoTILLING it was possible to identified 11 mlo mutants. The Mla region combines several classes of genes with defence responses. More than 20 alleles of Mla locus have been identified from wild barley in Israel (Jahoor & Fischbeck 1987 & 1993, Kintzios et al., 1995).

3.2.7. Error-prone PCR

Error-prone PCR is a method for generating mutants in order to analyse the relationship between gene sequence, structure and function of protein (Pritchar et al. 2005). It uses imperfect PCR to enhance natural error rate of polymerase to generate beneficial mutations in directed evolutional experiment. Imperfect PCR reaction conditions reduce the fidelity of Taq polymerase to generate randomized nucleotide sequences, which is called gene
shuffling. This method was used to study protein interaction of RIN4 and RPS2 association in Arabidopsis conferring resistance to P. syringae (Day et al., 2005). Association of RIN4 and RPS2 was previously confirmed in planta (Axtell & Staskawicz, 2003). Day et al. (2005) identified two distinct regions in RIN4 protein as key determinants for RPS2 regulation in Arabidopsis.

3.2.8. Alternative methods

There are also unconventional ways of producing mutants. Plant tissue culture can be used as a source for generating variability in regenerants called somaclonal variability. It can be of genetic or epigenetic nature. Genetic variability is caused by mutations or other changes in DNA (changes in ploidy, structural changes in DNA, activation of transposon and chimera rearrangement) and is heritable, while epigenetic variability is caused by temporary phenotypic changes (rejuvenation). Seven wheat cultivars having some degree of resistance to Bipolaris sorokiniana, Magnaporthe grisea or Xanthomonas campestris pv. undulosa (Xcu) provide somaclonal variation for disease resistance (Mehta & Angra, 2000). The stability of somaclonal variants must be examined through several generations in order to distinguish from epigenetic changes, which is the reason for lower utility.

4. Conclusions

One of the main goals of future agriculture is to achieve durable and broad-spectrum resistance. $R$ genes do not always provide durable resistance due to the evolution of pathogen that break host ETI immune system (Jones and Dangl, 2006). Mutagenesis enables the identification of wild $R$ genes or the creation of novel $R$ genes. Induced mutagenesis offers many benefits to agriculture, especially when there is no reliable source of resistance found in the nature that makes it impossible to introduce to susceptible cultivars by hybridization. Understanding defence responses offer the possibility to introduce new combinations of alleles from ancestral varieties into modern crop. Genetic characteristics of pea (Pisum sativum L.) recessive er1 gene show similarities to Arabidopsis, barley and tomato resistance to powdery mildew, which is caused by the loss-of-function of MLO gene family members. An er1 resistance line was produced by the induction of mutagenesis using alkylating diethyl sulphate that carry a single nucleotide polymorphism in the PsMLO and lead to the premature termination of translation (Pavan et al., 2011). Genetic variation in basal resistance of ancestral plants can be exploited to provide more durable disease protection, which was proven successful with introduction of WKS1 gene from ancestral wheat Triticum turgidum to commercial wheat variety (Fu et al., 2009). WKS1 gene confers partial and temperature-dependent resistance to stripe rust Puccinia striiformis (Fu et al., 2009). In barley, Mlo locus comprises different recessive alleles that confer resistance to broad spectrum of fungal pathogen causing powdery mildew and offer durable resistance.

Although mutagenesis is valuable toll to researcher, mutants produced by genetic transformation (GMOs) cause some public concerns, especially in Europe. On the other
hand, mutagenized plants are much more acceptable to consumers, breeders, environmentalist and governments. New findings of trans-generation memory of mutants, improved either by mutagenesis or transformation, open the debate if should mutagenized crops also be considered as GMO. Each mutation or transgenic event cause a stress to the cell or organism and lead to altered expression of genes. Stress event is memorized through several generations that can be explained by epigenetic modifications, although the changes are decreasing with each new generation (Molinier et al. 2006). The environmental factors lead to changes in physiology and in genome flexibility that can be transferred to next, untreated generations. Batista et al. (2008) summarized genes whose expression was altered by microarray analysis into six groups: 1) genes involved in signalling pathways and stress, 2) genes involved in regulatory pathways as second messengers, 3) gene involved in reactive oxygen species (ROS) network; 4) genes implicated in protein modification, 5) genes encoding transcription factors and 6) genes encoding for retrotransposons. They pointed out that similar phenotype does not necessarily mean similar expression profile.

Future assignments of mutation breeding are:

- to speed the use of mutations and the release of commercial varieties,
- to establish public mutant gene banks,
- to maintain free access of mutant varieties to global agriculture,
- to apply next generation sequencing techniques for evaluation of wild genetic variation of entire genomes of a population,
- to improve bioinformatics tools. The distinction between true SNPs and sequencing errors still remain problem that can be solved by programmers,
- to improve combined traits such as tolerance to abiotic and biotic stress. R genes play part of signalling pathway involved in many metabolic processes, so the change in disease resistance may affect other traits as well,
- to introduce mutants in organic breeding and
- to transfer findings from basic research of plant disease resistance mechanisms to other organisms and research fields, as is the use of RNA silencing in human chemotherapy.
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Mutagenesis and Temperature-Sensitive Little Machines
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1. Introduction

In mammals a class of ion channels able to sense a wide range of temperatures (0-60 °C) has evolved. These molecular thermodynamic machines called thermo Transient Receptor Potential (thermoTRP) are spread through the different TRP channel subfamilies having members inside the TRPM (melastatin) subfamily, where TRPM2, TRPM3, TRPM4 and TRPM5 are heat-activated, whereas TRPM8 is activated by cold. The TRPV (vanilloid) subfamily contains four thermoTRP channels (TRPV1, TRPV2, TRPV3 and TRPV4), which are all activated by heat; and TRPA1 (ankyrin) channel which is activated by noxious cold (reviewed in [28, 107], Figure 1). More recently, a member of TRPC (canonical) subfamily, TRPC5, was identified as a cold receptor in the temperature range 37-25 °C [1].

Located in cutaneous nerve endings of thermoreceptors and nociceptors, and because extreme temperatures produce discomfort and pain, thermoTRP channels are involved in nociception and can be activated by a long list of other noxious stimuli such as low pH and irritant chemicals [2].

What characterizes these channels is their exquisite temperature sensitivity. Thermodynamic analyses reveal that thermoTRP channels undergo large enthalpy changes (ΔH) that account for their high temperature sensitivity [3-8]. For example, the enthalpy change between close and open in TRPV1 and TRPM8 involves ΔHs of ~100 kcal/mol and ~60 kcal/mol, respectively [3, 5]. It is obvious that in order to make the closed-open reaction reversible these enthalpy changes must be accompanied by large entropy (ΔS) changes. These activation enthalpies are 3-5 times the enthalpy change for voltage- or ligand-dependent channel gating (ΔH ~20 kcal/mol; [108]). Actually, Yao et al. [7] pointed out that in the case of TRPV1, the ΔH involved in the closed-open transition is equivalent to an electrical energy moving 71 unit charges across 60 mV!
Figure 1. Schematic representation of the eleven mammalian thermoTRPs indicating their reported temperature sensitivity.

Enthalpy changes of this magnitude mean large structural rearrangements of the channel-forming protein. Just consider that the $\Delta H$ of the thermal denaturation of the ribonuclease (RNase A), a 124 residues protein is 57 kcal/mol [9]. Since protein denaturation involves a change from a molecule with a very well defined structure to a random coil, how is it possible that that the TRPV1 channel opening reaction is defined by such a huge enthalpy change leading to $Q_{10} \approx 270$ for TRPV1? It is difficult to think that, as in the process of denaturation, these channels undergo global disturbance of their structure, in particular given that channel opening demands a well kept pore structure and responses to voltage and agonists are maintained at all temperatures.

We rather are of the opinion that thermoTRPs might possess specific residues, domains or domain interactions that are specifically affected by temperature in the channel activation pathway. The data available at present strongly suggests that these structure(s) are different from those in charge of determining voltage-dependence or agonist binding [4].

The first goal of this chapter is to present the reader the different genetic and mutagenesis procedures that have been used so far in the quest for finding the “Holy Grail” of thermoTRP channels: the thermal sensor. The situation is at present rather confuse since the molecular determinants for temperature sensitivity in thermoTRP channels have been claimed to be in the N-terminus of TRPV1 and Drosophila TRPA1 [10, 11], the pore region of TRPV1 and TRPV3 [12, 13] and in the C-terminus [14-16]. Bona fide components of such a thermal sensor can only be, however, those components capable of appreciably perturbing the enthalpy of the channel. Mutagenesis, as we describe below, has been indispensable in the search for those components.

In this chapter we will also show an analysis of the phenotypes of knockout mice that have been used so far in the study of the physiological role of these exciting temperature-sensitive little machines. We will see that several thermoTRPs are critical molecular components of the thermotransduction machinery in primary sensory neurons of the somatosensory system. We will also see that, in spite of their high temperature dependency, some thermoTRPs are playing roles apparently unrelated to their temperature sensibility. Thus, knockout mice have been of great value in unveiling both expected and unexpected roles for thermo TRP channels.
2. A chimeric approach to search for thermal sensors in thermoTRP channels

Channels are most likely built as modular structures [4, 17-22], and we can hypothesize that temperature sensors need to be contained in these protein modules. The tale about the search for the temperature sensor in thermoTRP channels started with a deletion mutagenesis strategy designed to chop parts of the C-terminal domain. Such approximation renders phenotypes with altered thermal sensitivity where progressive deletions correlate with progressive loss of temperature dependency [15]. Prompted by the work of Vlachova et al [15], the group of Latorre engineered chimeras in which the entire C-terminal domains were swapped between cold (TRPM8) and hot receptors (TRPV1) [16]. The resultant chimeric channels –specially the one carrying TRPM8 C-terminal– inherits the temperature sensitivity of the channel contributing with the C-terminal, however, eliciting a rather small Q10 compared with WT channels. Interestingly, the chimeras were often unable to recover from either activation or deactivation process, this was described as “locking” behavior; extreme voltages or long incubations at different temperatures were needed to recover from that new state. The observations obtained on those chimeric proteins led to the conclusion that the C-terminal has an essential role as a “thermal modulator” of channel gating. This is not surprising considering the proximity of the swapped region to both the bundle crossing [23] and to the PIP2 regulatory region [24]. Further work on the C-terminal domain unveiled a short region in the C-terminal of TRPV1 able to change the TRPM8 phenotype to that of a heat receptor [14]. Although the studies described above did not unequivocally identify the C-terminal domain as the temperature sensor, these results demonstrated that the PIP2-, voltage- and thermal-responsive elements are contained in different channel molecular structures [14-16].

Recently, fluorescence resonance energy transfer (FRET) experiments done at the turret, a loop connecting the 5th transmembrane domain with the pore helix and located above the external mouth of the pore, was reported to be involved in temperature sensing. Using FRET in combination with electrophysiological recordings and site directed mutagenesis, Yang et al. [25] showed that conformational rearrangements of the turret are essential for temperature-dependent activation. This result was somewhat supported by results presented by other groups in which pore mutations near the turret region either ablate or severely affect temperature-dependent gating [see high throughput section]. However, the striking results presented by Yang et al. have been severely questioned by the group of Qin who showed that deletions of the entire turret region are not affecting temperature sensitivity. Clearly this controversy has to be solved [26, 27].

This saga continues with a nice blend of the use of an ingenious fast temperature clamp (>10⁵ °C/s) developed by Qin's laboratory [7], and mutagenesis to unveil structural domains in thermo-TRP channels that confer to these channels their exquisite temperature sensitivity. In this case, temperature jumps were produced using a single emitter laser diode as the heat source. This temperature clamp is able to change the temperature of the bath much faster than the time course of the development of the thermoTRP-induced currents (Figure 2). The
technique allowed measuring directly activation and deactivation kinetics of the TRPV1 channel, a thermoTRP channel of the vanilloid family (Reviewed in [28]), as a function of temperature. The results indicated that the reaction path is asymmetrical, with temperature mainly driving the opening reaction while the closing rate is, if anything, sensitive to cold [7].

Figure 2. Searching for the molecular determinants of temperature sensitivity in thermoTRPV channels. A. Top. Submillisecond temperature steps generated by infrared laser irradiation. Bottom. TRPV1 channel responses induced by the rapid temperature changes shown in A. B. Comparison of the current time course of the TRPV1 currents (left) and TRPV2 (right). C. Temperature dependence of the steady state response taken from experiments like those shown in B. D. Activation enthalpies for TRPV1 and TRPV2. E. Composition of the chimeric channel proteins used by Yao et al. [13]. F. Temperature sensitivity of TRPV1 and TRPV2 channels resides in the N-terminal. Notice that the V1/V2 chimera has a TRPV1 phenotype regarding gating kinetics and enthalpy changes, and that the V2/V1 chimera possesses a TRPV2 phenotype.

In a search for the protein domain(s) involved in thermal sensitivity of TRPV1 channels, Yao et al. [11] used TRPV1 that has an enthalpy change (ΔH) of activation of ~100 kcal/mol, and TRPV2 in which the channel closed-opening reaction involve a ΔH ~200 kcal/mol. A systematic chimeric analysis on TRPV1 and TRPV2 allowed to conclude that temperature sensitivity is associated with the N terminus (Figure 2). In the TRPV1 N-terminus, they
further identified N-terminus a fragment of 80 residues that connects the ankyrin repeats to the first transmembrane segment able to transfer to TRPV2 the temperature sensitivity characteristics of TRPV1. Notably, this channel region is precisely the segment missing in the nonfunctional TRPV1b splice variant [29, 30]. Alterations of this region profoundly altered the energetic of thermal sensing in all temperature-sensitive vanilloid receptor homologues (TRPV1-4), while its replacement in temperature-insensitive homologues successfully conferred gain-of-function. It is important to note here that swapping other domains like the C terminus or other domains did not have any effect on the temperature sensitivity. For example, a mutant containing the first 357 amino acids of TRPV2 (i.e., all 6 transmembrane domains and the C terminus belonged to TRPV1) has a TRPV2 phenotype. These results demonstrated that these channels possess localized molecular components for temperature detection.

A chimeric strategy was also used to unveil the thermal-sensing structures in the TRPA1 channels. In this case, the group of David Julius took advantage of the fact that mammalian TRPA1 channels are heat insensitive while the snake TRPA1 version is activated by heat. Through engineering chimeras between mammalian and snake ion channels, the authors turned the mammalian TRPA1 channel into a temperature-sensitive channel identifying the N-terminal region of TRPA1 -within the ankyrin domain of the snake channel- that behave as transferable temperature sensitive modules. The chimeric approximation also suggests that both, sensitivity to chemical stimuli and intracellular calcium dependence, also localize to the N-terminal ankyrin repeat-rich domain [10].

Thus, the current scenario presents the N-terminal region of TRPV1, TRPV2 and TRPA1 as a strong candidate for containing the temperature–sensitive domain with the C-terminal playing a modulatory role. One interesting possibility envisioned by Brauchi et al. [16] was that temperature may affect the interaction between a particular portion of the proximal C-terminal and some other regions of the channel. It may be that the structural arrangements induced by temperature involve an inter-molecular interaction between the proximal C-terminal and specific regions of the N-terminal domain (eg. ANK domains in TRPVs). Such setting would be extremely convenient, because it could explain the large entropy associated to the hydrophobic effect [3, 31] without the necessity of an argument that involves protein unfolding. Lacking ANK domains, this hypothesis plotted for TRPVs and TRPA1 may not be necessarily valid for the case of TRPMs.

3. High throughput mutagenesis and thermoTRP channels

In the field of ion channels the mutagenesis is one of the most powerful tools to understand structural-function relationships. The most common strategy is the replacement of certain residue that one might consider important for channel function by another, and then to perform functional experiments to test our hypothesis of how a particular ion channel gates or transport ions. Depending on primer design you can even to replace 2 or 3 amino acids in a single PCR reaction but what can you do if the protein under study has at least 1000 amino acids? Repeating the single point mutation it is not an option if you must replace a large
number of residues by one of the 20 amino acids. The picture becomes more complicated if you wish to test more than one amino acid at each position. This can be an incredible time (and money!) consuming task.

The ideal experimental maneuver would be to perform multiple point mutations of our protein of interest, by means of a technique that would allow you to obtain, for example, 12000 single-point mutations and to test the functional properties of each one of them in one day. Now the good news: that technique exists and is called high throughput mutagenesis coupled to a cell based assay using a Fluorescent Imaging Plate Reader (FLIPR).

The basis of this technique is a massive random mutagenesis in our target cDNA sequence. This is done by means of a PCR reaction using the blend of 2 specific error prone DNA polymerases, and depending on the commercial kit of choice the names could be Mutazyme I and Taq DNA polymerase mutant. The explanation for using a mix of enzymes is that we need the same frequency of mutations in the 4 nucleotides. In the past, the kits used only one enzyme, Mutazymes I and the frequency of mutation in the Cs and Gs was higher than in the As and Ts. The procedure starts by setting up how many mutations the DNA polymerase will introduce per clone, namely the mutation frequency. The whole idea is to obtain 1 mutation per clone, and this can be controlled by using the adequate amount of target DNA and number of PCR reaction cycles. High amounts of DNA give lower frequency of mutations, because one single molecule of DNA has less replication cycles; the same occurs with the PCR cycles in which high amount of DNA and less cycles give a lower mutation frequency.

This procedure yields, however, mutants clones with 2 and 3 mutations, but if those clones present an interesting phenotype we can design the single point mutants to evaluate the contribution of each mutation. Once the random mutagenesis process is finished you are left with a large library with thousand of mutants, with the only caveat that it is probable that you do not have every possible amino acid replacement in each position of a particular region of your protein. If certain mutations were particularly interesting after functional evaluation and are grouped in a well defined region, a second screening can be done, but this time in a saturating way, that means changing every amino acid by one of the other 20. The procedure is the same describe above using the same mutagenesis approach, but with the difference that here we take a particular section of the protein primary structure and change every residue by each of the other 20. To obtain this, it is necessary to take lower concentrations of DNA and to do more than 25 cycles of PCR (frequently 30). Often, to obtain a frequency equal or greater than 20 mutations per Kb, it is necessary to perform many PCR reactions in tandem.

At this point, you have at least 10000 different mutants of your favorite protein, but this is completely useless unless you have a fast method to evaluate the functional properties of each one of them. This is done using the fluorimetric cell-based assay method dubbed FLIPR [32]. The machine is basically a fluorescent plate reader that can stimulate the sample in a specific wavelength and detect the change in the fluorescent emission in other wavelength (this wavelength depends on the fluorescent probe used). A remarkable advantage of the
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method is that it allows the use of 384-wells plate which makes easy to test the effect of chemical compounds on ion channel function, i.e. an agonist or a blocker. This method makes possible to perform a large number of experiments in a short period of time.

The 384-wells plate have a standardized quantity of mammalian cells like HEK-293 or CHO transfected with the ion channel DNA and each well contains a different mutant clone. The cells in every well are loaded with a fluorescent probe that can report the activity of our ion channel. If you are interested in studying ion channels one of the most important requirements for using this technique is that the channel allows the passage of ions that can be detected by a probe. For example, if you are working with a TRP channel that permeates Ca\textsuperscript{2+} we can use a calcium probe like Fluo-3 or Fluo-4. The technique is particularly suited for thermoTRP since these channels are polymodal receptors that are activated by different agonists and temperature and many of them are Ca\textsuperscript{2+} permeable [12, 13, 33].

This is an unbiased approach, different from making chimeras between different channel-forming proteins and other kind of mutations techniques. Since the mutations are done randomly, the high throughput mutagenesis technique produced mutants that are not biased by our previous knowledge of how ion channels may work. The discoveries using this approach in the field of thermoTRP channels are: a) important amino acid residues involved in temperature sensing; and b) the binding sites for the agonist menthol in mTRPM8 [12, 13, 33] (Figure 3).

For TRPV1, Grandl et al. [13] focused in a mutant library of 4400 clones from which they found 3 mutations that affect the heat response; N628K located in the pore region, adjacent to the pore helix and N652T and Y653T placed in the extracellular loop between the selectivity filter and transmembrane domain 6 (TM6). The three mutations show a decrease in their heat sensitivity as determined by a right shift in the temperature threshold to higher temperatures. The double and triple mutants N652T;Y653T and N628K;N652T;Y653T, have a stronger phenotype than the single-point mutants, with a greater decrease in their heat sensitivity. However, their activation by the agonists capsaicin and 2-Aminoethoxydiphenylborate (2APB [34, 35]), as well as by voltage and acid pH is the same as in the wild type. As a quality control of the screening, they found 2 residues previously reported: E600V that produces a loss in the pH sensitivity [13] and F489Y that produces a right shift in the EC50 capsaicin activation. This kind of information gives us the confidence that the procedure is trustable since it corroborates the results obtained with other techniques.

In the case of mTRPV3, from a mutant library of 14,000 clones Grandl et al. [12] discovered 3 mutants with a decrease in their heat sensitivity; I644S, N647Y and Y661C all of them located between the pore helix and TM6. The 3 mutants have a normal response to the agonist 2APB, and unaltered ion selectivity. This is important because the mutations are located near to the TRPV3 selectivity filter. These libraries are not saturating (i.e., every amino acid of the channel-forming protein replaced by one of the other 20), for this reason, Grandl et al. [12] made 45 more mutants in the region between TM5 and TM6 finding two other clones in TM6 with an altered temperature phenotype (F654S and L657E). Molecular modeling suggests that the three mutations in TM6 (F654S, L657E and Y661C) are located in a periodic pattern probably aligned on the lipid-facing side of the α-helix[12].
Figure 3. The high throughput screening technique used to identify key residues in thermoTRP channels. A. A top view of TRPV1 structure highlighting residues N628 (red), N652 (green), and Y653 (violet). B. A graph showing the normalized fluorescence change in response to an increase in temperature. The different mutants have a lower response compared with the wild type channel and the decrease in response is proportional to the number of residues mutated. C. Top view of the TRPV3 structure highlighting the residues I644 (red), Y661 (violet), and N647 (green). D. Responses to temperature changes of the wild type TRPV3 (left) and the I644S TRPV3 mutant. Notice that despite the fact that the temperature response in the mutant has been obliterated the response to the agonist 2APB is very similar to that of the wild type channel. E. Lateral view of the TRPM8 structure showing the position of the residue Y745. F. The experiment shows that although the mutant is still sensitive to cold, it has lost its ability to respond to menthol.
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Finally, for TRPM8 the screening random mutagenesis technique was used to search for the residues constituting the menthol binding site [33]. Over a library of 14000 clones, Bandell et al. identified two mutations in TM2, Y745H and L1009R, able to produce a failure in the menthol activation but keeping the other TRPM8 channel properties like voltage-dependence, temperature sensitivity and PIP2 sensitivity intact. In the case of L1009R mutation, mutations by any other amino acid besides R do not have any effect in the menthol activation showing us the power of this unbiased assay, very helpful when you don’t have a crystal structure or an adequate molecular model of the channel.

4. Physiological role of thermoTRP channels

ThermoTRPs channels are key elements in many physiological processes. Powerful mutagenic tools such as knockout mice generation have been intensely used to study the physiological function of thermoTRP channels in vivo. In this section, we will summarize the information about the physiological role of thermoTRP channels, obtained from the study of the phenotype of knockout mice.

4.1. TRPA1

Transient Receptor Potential Ankiryn 1 (TRPA1) channel is activated by several pungent agents found in mustard oil, cinnamon and garlic, among others [36, 37]. This Ca2+-permeable nonselective cation channel, expressed in a large subpopulation of nociceptors, was described to be activated by cold temperatures, <17°C [38]. Thus, it was postulated to be the thermoreceptor for noxious cold temperatures in primary sensory neurons. This channel is activated by a large list of irritant substances, and nowadays it is considered the main molecular sensor of noxious chemical stimuli in the somatosensory system [39-41, reviewed in 42]. Two knockout mice of TRPA1 were described in 2006 [23, 39]. These mice were generated by targeted recombination that deleted the exons coding the pore region. Although disruption of the TRPA1 gene abolishes the behavioral responses to chemical activators of the channel, it has no effect in the response or prevalence of cold-sensitive primary neurons [23, 39]. However, there are deficits in the response to mechanical stimuli [23, 43]. Later it was found that like TRPV1 (see below), TRPA1 is actually involved in inflammatory-related hyperalgesia [44, 45]. Most likely, this role is given by its activation or modulation by a great variety of chemical agents, including several inflammatory- or cell damage-related molecules. Although TRPA1 seems to have a minor role in peripheral cold thermotransduction, a study with the knockout mice shows that this channel participates in the cold sensation in visceral nerves [46]. In vagal sensory neurons from the nodose ganglion, TRPA1-/- mice have significantly less cold-sensitive neurons than wild type animals. Also the pharmacological profile of cold-evoked responses in neurons from nodose ganglia is compatible with a major role of TRPA1 in their cold sensitivity [46]. However, a more recent and detailed study of the phenotype of TRPA1-/- animals by Karashima and coworkers strongly suggest an important role of TRPA1 channels in noxious cold thermotransduction [47].
4.2. TRPC5

Transient Receptor Potential Canonical 5 (TRPC5) is a Ca\textsuperscript{2+}-permeable nonselective cation channel expressed in the brain and several other tissues, including vascular smooth muscle cells, endothelial cells, adrenal medulla, mammary glands, yolk sac, activated T cells and monocytes and cardiac ventricles in hypertension (reviewed by [48]). Recently, it has been reported that TRPC5 displays a high sensitivity to cooling into the mild cold range [1]. This cold-dependent activation can be potentiated by activation of G\textsubscript{q}-linked muscarinic type 1 receptor via carbachol, as well as by PLC activation via extracellular lanthanum [1]. The activation of TRPC5 by low temperatures, together with the fact that this channel is expressed in approximately 30% of mouse primary sensory neurons in culture, makes it a potential candidate to participate in cold sensing.

A TRPC5 deficient mouse was generated in 2009 [49]. However, from the data obtained using this TRPC5 deficient mice, it was difficult to assign a relevant role of TRPC5 in cold sensing. First, behavioural tests showed no differences between wild type and TRPC5\textsuperscript{−/−} mice in various temperature-sensing assays [1]. In contrast, in cultured primary sensory neurons, TRPC5\textsuperscript{−/−} mice displayed a significant reduction in the percentage of cold-sensitive neurons and also an interesting reduction in TRPM8 channels detected by immunohistochemistry, with no changes in the nociceptive markers CGRP, IB\textsubscript{4}, NF200, peripherin, or TRPV1 protein. TRPC5-mediated currents could not be measured in this preparation of primary sensory neurons from dorsal root ganglia in wild type and knockout mice. These results suggest that TRPC5 activity in response to cold could be used for other adaptive or regulatory processes, such as localized metabolic changes, local vascular changes, retraction of nerve endings, or initiation of transcriptional programs [1]. Other possible explanation would be that the deletion of TRPC5 results in compensatory replacement by functionally overlapping of other cold transducers. This compensatory replacement, as it has been described for instance in tetrodotoxin-sensitive ion channels in Nav1.8-deficient mice [43], could result in the absence of a clear TRPC5\textsuperscript{−/−} phenotype in behavioural tests, and could explain the avoidance of cold temperatures displayed by TRPC5\textsuperscript{−/−} mice [1]. Further studies are needed to establish the possible role of TRPC5 in cold transduction and the physiological significance of the potentiation of its activity by cold temperatures.

4.3. TRPM2

Transient Receptor Potential Melastatin 2 (TRPM2), is an ion channel permeable to all physiological cations including Ca\textsuperscript{2+}, which activation leads to an increase in intracellular Ca\textsuperscript{2+} concentration and/or membrane depolarization (reviewed by [48]). TRPM2 exhibits a widespread distribution that includes brain, bone marrow, spleen, heart, liver and lung, and also different cell types including immune cells (neutrophils, megakaryocytes, monocytes/macrophages), pancreatic β-cells and, endothelial cells, cardiomyocytes, microglia and neurons [48]. TRPM2 is activated by warm temperatures, with a threshold of \sim35°C [50]. This channel is not present in primary sensory neurons and a role in thermosensation has not been reported.
TRPM2 contains a Nudix hydrolase (NudT9-H) domain in its C-terminus, that activates the channel through its binding with the adenosine 5’-diphosphoribose (ADPR)[48]. It has been described that TRPM2 is also activated by H₂O₂ and plays an important physiological role in regulation of the oxidative stress [51]. In addition, this channel can function as an intracellular channel [52, 53].

Knockout mice for these channels were generated by targeted homologous recombination in ES cells, disrupting the third exon of the TRPM2 gene [54]. Analysis of these animals evidenced that they are key regulators of intracellular calcium levels and they participate in signaling cascades related to the function of the immune system [54, 55]. TRPM2 also participates in the control of insulin secretion in pancreatic β cells [56], making TRPM2-/- mice to have an impaired glucose metabolism because of low insulin secretion.

4.4. TRPM3

Transient Receptor Potential Melastatin 3 (TRPM3) is a Ca²⁺-permeable nonselective cation channel expressed in a range of different tissues, including brain, kidney, endocrine pancreas, ovary, and sensory neurons [57, 58]. It has been reported that this channel is activated by hypotonic cell swelling, D-erytrosphingosine, strong depolarization, removal of extracellular Na⁺, and pregnenolone sulphate (reviewed by [59]). TRPM3, like other TRPM channels closely related such as TRPM2, TRPM4, TRPM5 and TRPM8, is a thermosensitive channel activated by heat [60].

Little is yet known about the physiological role of TRPM3 in vivo. In addition, the TRPM3 gene encodes several isoforms presenting different biophysical properties [61]. So far, this channel has been involved in the modulation of the secretion of insulin and interleukin-6, promotion of vascular contraction, and thermotransduction [60, 62, 63]. The generation of the deficient TRPM3 mice by homologous recombination by Vriens and colleagues, has been an important step to elucidate the physiological relevance of this channel. TRPM3-/- mice exhibited no obvious deficits in fertility, gross anatomy, body weight, core body temperature, locomotion, or exploratory behaviour. No differences in resting blood glucose were found, suggesting that basal glucose homeostasis is not affected. Thus, TRPM3-/- mice appear generally healthy, with no indications of major developmental or metabolic deficits [60].

The thermosensitivity of TRPM3, its expression in sensory neurons, and the painful effect of the systemic administration of the activator of TRPM3 pregnenolone sulphate, allow to hypothesize about the potential role of TRPM3 in thermotransduction and nociception [60]. The analysis of primary sensory neurons from wild-type and TRPM3-/- animals, showed a reduction in the percentage of heat sensitive neurons, and allowed to establish the existence of four distinct populations of heat-sensitive neurons. The largest population of the heat sensitive neurons responded to both pregnenolone sulphate (PS) and capsaicin, suggesting the coexpression of TRPM3 and TRPV1. The second most abundant population of heat positive neurons responded to PS but not to capsaicin (TRPM3-positive), and a minor fraction responded to capsaicin but not to PS (TRPV1-positive). Finally, a small percentage (2%) of heat-activated neurons was unresponsive to both PS and capsaicin, indicating the existence of a TRPM3- and TRPV1-independent heat-sensing mechanism.
The number of heat-sensitive neurons was reduced in a 25% in TRPM3\(^{-/-}\) mice. The subgroup of heat-sensitive neurons responding to PS but not to capsaicin disappeared, whereas an increase was observed in the number of neurons that responded to heat and capsaicin and in the number of heat-positive neurons independent of TRPM3 and TRPV1. In agreement with these observations, the study of the heat responses of sensory neurons from the TRPM3 knockout mice in the presence of a specific antagonist of TRPV1, showed that an important fraction of heat sensitive neurons remained, pointing out the existence of another molecular entity responsible for the heat transduction [60]. The reduction in the population of heat-sensitive neurons in TRPM3\(^{-/-}\) is consistent with a strong deficit in the detection of noxious heat stimuli displayed by these animals, as evidenced by prolonged reaction latencies in the tail immersion tests and in hot plate assays, and a reduced avoidance of hot temperatures. In addition, these mice show a significant and specific deficit in the nocifensive responses to TRPM3-activating stimuli, and a strong deficit in the development of inflammation-induced heat hyperalgesia [60]. Taken together, these results establish that TRPM3 works as a chem- and thermosensor in the somatosensory system, involved in the detection of noxious stimuli.

4.5. TRPM4

Transient Receptor Potential Melastatin 4 (TRPM4) is an ion channel selective for monovalent cations and no permeable to \(\text{Ca}^{2+}\). It is inhibited by intracellular free ATP and activated by internal \(\text{Ca}^{2+}\). This activation is modulated by ATP, \(\text{Ca}^{2+}\)-calmodulin, and PKC. PIP\(_2\) also regulates the activity of the channel, by modulating its calcium and voltage sensitivity (reviewed by [64]). It has been described that heat, in the 15-35°C range, modulates the voltage sensitivity of TRPM4, resulting in an increase in current [65]. Despite of TRPM4 being detected in a large numbers of tissues such as heart, pancreas, placenta, and prostate and at lower levels in the kidney, skeletal muscle, liver, intestines, thymus, and spleen [64], it has not been reported in sensory neurons and thus it is very unlikely to have a role in thermosensation.

Knockout mice for TRPM4 were first generated by a Cre-loxP strategy that excised exons 15 and 16 of the gene (containing the first membrane-spanning segment of the protein), replacing them by a PGK-neo\(^{-}\) cassette that was removed by Cre recombinase [66]. A second study used the same strategy to target a region of the gene spanning from exons 3 to 6 [67]. Studies using the TRPM4 deficient mice show that this channel, like TRPM2, plays a role in controlling intracellular calcium levels during mast cell activation and dendritic cell migration [66-68]. It has also been shown that this ion channel helps to limit catecholamine release from chromaffin cells, indicating that TRPM4\(^{-/-}\) mice have an increased sympathetic tone and hypertension [69].

4.6. TRPM5

Transient Receptor Potential Melastatin 5 (TRPM5) is a cationic \(\text{Ca}^{2+}\)-activated channel with an important role in vertebrate taste transduction. This channel was cloned by Perez and coworkers in 2002 [70]. TRPM5 is strongly expressed in taste cells where it is co-expressed
with several taste-signaling molecules [70]. The transduction of sweet, bitter and amino acid
tastes depends on the activation of G protein-coupled membrane receptors that involve the
participation of a common intracellular pathway. These receptors signal through a
heterotrimeric G protein that activates phospholipase C β2, whose activation increase
inositol 1,4,5-triphosphate (IP3) levels, inducing Ca2+-release from intracellular stores that
finally activates TRPM5 in the basolateral plasma membrane of taste receptor cells.

The first knockout mouse of TRPM5 was developed by Zhang and colleagues in 2003 [71],
where exons 15 to 19 were replaced by the PGK-neomycin resistance cassette. This region
encodes for the first five transmembrane domains and the pore region of the channel. These
knockout animals are undistinguishable from the wild type animals in terms of weight,
viability, general behavior and morphology and number of taste cells, taste receptors, and
other signaling molecules. Nevertheless sweet, amino acid and bitter taste detection was
completely abolished by TRPM5 ablation, with no effects on sour or salty tastes.

Rong and colleagues also generated a TRPM5 knockout mouse [72]. In this case, TRPM5
gene has a deletion of 2.4-kb of the 5’-flanking region of the gene. This deletion includes the
promoter and coding region encompassing exons 1 to 4. Using this genetically modified
mouse, Talavera and colleagues studied the temperature sensitivity of TRPM5, and they
found that this is a heat activated channel [65]. Modulation by temperature of the human
perception of different taste modalities is a well known fact, and temperature dependence of
TRPM5 appears to contribute to this phenomenon in vivo. By using this animal model,
Talavera and coworkers demonstrated that heat potentiates the gustatory (chorda tympani)
nerve responses to sweet compounds in wild type animals but not in TRPM5-/- mice [65].
Molecular ablation of TRPM5 also eliminates, to a large extent, the responses to natural and
artificial sweet compounds recorded in chorda tympani nerve. Interestingly, the responses
to umami and bitter tastants were not potentiated by heat in both wild type and knockout
animals. The thermal sensitivity of TRPM5 could explain the stronger perceived sweetness
of sweet beverages at warmer temperatures in humans. On the other hand, the direct
modulation of TRPM5 by temperature could explain why heating or cooling of the tongue
can evoke sensations of taste.

4.7. TRPM8

The Transient Receptor Potential Melastatin 8 (TRPM8) channel is the main molecular entity
responsible for the transduction of moderate cold in the somatosensory system (reviewed in
[73, 74]). This Ca2+-permeable cation channel, identified in 2001 as a protein up-regulated in
prostate cancer [75] and cloned by two groups independently in 2002 [76, 77], is activated not
only by cold but also by chemical cooling compounds such as menthol and by voltage [3, 6, 76,
77]. This channel is expressed mainly in dorsal root and trigeminal ganglia, but its expression
has been detected in several other tissues, where its function is under intense study [73, 74].

Knockout mice lacking functional expression of TRPM8 were generated by three groups
independently in 2007 [78-80]. Survival and general appearance of these mutant mice are
normal, with no differences in the mean core body temperatures compared to wild type.
However, the cold sensitivity of all these mutants is strongly compromised, especially in the range of innocuous cold temperatures. Bautista and coworkers [78] generated a TRPM8 knockout mice by deletion of the coding region between residues 594 and 661, into the large intracellular N-terminal domain of TRPM8, introducing a stop codon before and frameshift after this segment. The non-functional truncated transcript produced by TRPM8-/ mice allowed to confirm by *in situ* hybridization that the loss of TRPM8 functional protein does not eliminate those neurons that normally express the channel. Behavioral studies revealed that these mice present a profound impairment to discriminate between cold and warm environments. Electrophysiological recordings of single sensory fibers from TRPM8 knockout mice show not only a strongly reduced sensitivity to innocuous cold stimuli in the low-threshold cold sensitive fibers, but also a marked reduction in the responses to temperature reductions in the high-threshold cold sensitive afferent neurons. Cold sensitive C- fibers of these animals present a reduced basal firing rate, indicating that TRPM8 is also important for the generation of the basal action potential firing of these neurons at resting temperatures. The molecular ablation of TRPM8 does not affect the conduction velocity and electrical activation threshold of these fibers. Calcium imaging experiments in cultured sensory neurons from TRPM8-/ mice show a decrease in both number and magnitude of the responses to cold, completing a picture where TRPM8 appears as the main molecular entity responsible for the cold sensitivity, with a role not only in the transduction of innocuous cold but also in the detection of cold in the noxious range.

Mice lacking functional expression of TRPM8 have been also generated by Colburn and coworkers by using homologous recombination [79]. These knockout mice are completely normal regarding general behaviors, lifespan and fertility. TRPM8-/ mice show a complete absence of behavioral responses to systemic chemical activation of TRPM8 by icilin, the strongest synthetic activator described for this channel so far. On the other hand, in a test to evaluate thermal preference, TRPM8-/ mice spend the same fraction of time in cold surfaces than in comfortable warm ones, unlike wild type animals that prefer warm surfaces. The development of neuropathic cold-induced pain was also strongly reduced by the genetic ablation of the channel in these animals. TRPM8 gene disruption also reduces cold sensitivity of primary sensory neurons in culture, studied by calcium imaging [79].

Dhaka and coworkers have also developed a TRPM8 knockout mouse. They used a targeting construct to delete amino acids in the N-terminal region knocked in by using a farnesylated enhanced green fluorescent protein (EGFP-F) followed by an SV40polyA tail in frame with the start codon of the channel [80]. This SV40polyA tail prevents the transcription of TRPM8, and EGFP allows to identify neurons that would express the channel in normal conditions. These TRPM8-deficient mice are completely viable, and they exhibit a strongly reduced avoidance to cold in two-temperature assays and in thermotaxis assays of temperature gradients. Molecular ablation of TRPM8 also reduced the responses to cooling chemicals. Using this mouse and a preparation that allows to record the electrical activity of unitary cold-sensitive nerve endings in the cornea, Parra and colleagues demonstrated that not only the responses to cold but also the ongoing electrical activity of these sensory neurons was proportional to the functional expression level of TRPM8 channels [81]. Altogether, these evidences confirm a critical role of TRPM8 in cold thermosensitivity.
4.8. TRPV1

The Transient Receptor Potential Vanilloid 1 (TRPV1), a Ca\(^{2+}\)-permeable nonselective cation channel, was the first thermoTRP channel to be cloned and the first protein to be shown to have such an unusually high dependence on temperature [82]. Its open probability increases with heat with a threshold of around 43°C (in heterologous expression systems), as well as upon exposure to capsaicin (the active compound in chili peppers) or low pH. Given its properties as well as its presence in a population of primary sensory neurons from the dorsal root and trigeminal ganglia, it was hypothesized as the main responsible for heat sensory transduction in mammals. In the year 2000, two groups were able to generate knock-out mice for the TRPV1 gene by targeted homologous recombination [83, 84]. Both works reported absence of heat-, capsaicin- or acid-evoked currents in cultured sensory neurons from TRPV1\(^{-/-}\) mice. Moreover Caterina et al. [83] reported an impaired physiological and behavioral response to capsaicin in the knockout animals: while a normal animal would avoid consumption of a capsaicin-containing solution and decrease its body temperature upon capsaicin administration, mice with a disrupted TRPV1 gene lacked these responses. However the most expected prediction was not fulfilled in behavioral tests, as TRPV1\(^{-/-}\) animals can detect non-noxious heat as wild type animals do. Instead, a deficit was detected in the knock-out animals regarding their response to noxious heat (>50°C) stimuli, a result that was striking given the threshold of 43°C for channel activation. This result can be explained assuming that the TRPV2 channel (see below) takes the place of TRPV1, however, the heat-responding neurons in TRPV1\(^{-/-}\) mice do not express TRPV2 [85].

In addition, what was actually found in TRPV1\(^{-/-}\) mice was a deficit in heat hyperalgesia [83, 84]. This process consists in the sensitization of the pain receptors upon persistence of the pain stimulus. The noxious heat in this case, may involve different inflammatory signaling cascades that lead to a sensitization of TRPV1 either by decreasing PIP\(_2\) levels, activation of PKC, activation of PKA, and/or an increase of the number of TRPV1 channels in the plasma membrane [86].

Regarding body temperature (T\(_b\)) control, mice lacking this channel have a wider daily T\(_b\) cycle compared to wild type animals, with lower T\(_b\)s during the day (inactivity period), and higher T\(_b\)s during the night (active phase) [87, 88]. However, they still display a normal heat tolerance, i.e., their body temperature increases as much as in normal mice when exposed to a hot ambient [87]. On the contrary, when the TRPV1 channels of wild type mice are desensitized with capsaicin, these animals show a robust heat-intolerance [87], evidencing that knockout mice give only a partial picture of the role of TRPV1 as a heat sensor in physiological conditions.

4.9. TRPV2

The Transient Receptor Potential Vanilloid 2 (TRPV2) is activated by higher temperatures than TRPV1, with a threshold of ~52°C [89], and by cannabinoids[30]. The role of this
channel is still poorly understood and although it is expressed in sensory ganglia no sensory function has yet been established. Instead, it has been associated to the axon outgrowth of developing DRG and motor neurons [90]. Knockout mice were generated by a loxP recombination that disrupted 4 exons comprising the 5th TM segment, the pore loop and the 6th TM segment [91]. These mice have unimpaired responses to heat and mechanical stimuli; however, they were reported to be susceptible to perinatal lethality and to have a reduced body weight [91]. When looking at macrophage function [92], it was found that TRPV2 has a critical role in the early stages of phagocytosis. The channel is recruited to nascent phagosomes where it depolarizes the membrane initiating a signal cascade that results in clustering of phagocytic receptors. Moreover, macrophages from TRPV2−/− mice have a diminished motility [92].

4.10. TRPV3

The Transient Receptor Potential Vanilloid 3 (TRPV3) is a Ca2+-permeable cation channel activated by innocuous warm temperatures (≥33°C) [93]. This channel is highly expressed in skin keratinocytes and oral and nasal epithelia, while the expression levels of TRPV3 in brain, sensory ganglia and spinal cord are in general weak [94]. TRPV3 can be activated by a large list of chemicals such as eugenol, thymol, and carvacrol, savory, clove, thyme, camphor, and 2-aminoethoxydiphenyl borate [94, 95]. Heat activation of TRPV3 shows a marked sensitization under repeated heat stimulation, both in recombinant systems and in keratinocytes.

The first knockout mouse for TRPV3 was developed by Moqrich and coworkers [95]. Cultured keratinocytes from these wild type mice show sensitization to repeated heat stimulation, responses and sensitization to camphor stimuli, and blockage by ruthenium red. Keratinocytes from TRPV3−/− mice did not respond to camphor or heat stimuli [95]. The most outstanding results that pointed out TRPV3 as a molecular sensor of the thermal stimuli in the warm range were obtained from behavioral experiments in TRPV3−/− mice. TRPV3-deficient mice showed a reduced tendency to migrate towards warm surfaces and a defect in their responses to noxious heat stimulation [95]. The remaining sensitivity to warm temperatures in TRPV3−/− mice implies that other molecular entities are also involved in innocuous warm thermosensation. On the other hand, if skin keratinocytes participate in the detection of warm temperatures at the surface of the skin, a mechanism to transmit the information from keratinocytes to sensory nerves is needed. In this line, it has been proposed that ATP released from keratinocytes due the activation of TRPV3 channels under warm temperature stimulation, could potentially signal to a variety of P2X- or P2Y-expressing sensory nerve terminals within the epidermis to transmit thermal information [96]. In addition to their role in thermosensation, several rodent strains bearing mutant TRPV3, such as the autosomal dominant DS-Nh (no-hair) mouse and the WBN/Kob-Ht rat, are spontaneously hairless and develop atopic dermatitis-like lesions. These two strains present a point mutation in the S4-S5 linker of TRPV3 (G573S in DS-Nh and G573C in WBN/Kob-Ht mice) [97]. The study of these point mutations, using a recombinant system, showed that a single substitution of the glycine 573 results in a constitutive active channel,
insensitive to thermal and chemical stimuli [98]. In addition to these hairless strains, the TRPV3 deficient mice also display a hair abnormality. In the first description of TRPV3 deficient mice, a subtle and temporary hair irregularity in the abdominal area was reported around the third postnatal week [95]. However, in a more exhaustive study about the relationship between TRPV3 and hair morphogenesis, using another TRPV3−/− strain [99], the authors found important phenotypic changes related to abnormalities in skin, hair, and whiskers. The results of this work show that TRPV3-deficient mice displayed a deregulation of TGF-α/EGFR signaling that affect keratinocyte terminal differentiation, affecting hair generation [99].

4.11. TRPV4

Transient Receptor Potential Vanilloid 4 (TRPV4) is a Ca²⁺-permeable cation channel that was cloned in 2000 by two groups independently [100, 101]. Originally identified as an osmosensitive channel, TRPV4 is expressed in kidney, lung, spleen, testis, tongue, fat cells, keratinocytes, inner and outer hair cells of the organ of Corti, sensory ganglia and central nervous system [100, 102-104]. In heterologous expression systems, TRPV4 show a threshold temperature of activation near to 34°C, a temperature close to the resting temperature of the skin [103], suggesting that TRPV4 could work as a warm detector in physiological conditions. A TRPV4 knockout mouse was developed and described by Suzuki and colleagues in 2003 [104]. TRPV4 gene disruption was achieved by homologous recombination, using a neomycin resistance (PKG-neo) cassette to replace the region encoding exon 4. Behavioral studies show that mice lacking TRPV4 did not display any impairment to sense noxious heat [104], but deficiencies in thermal selection between wild type and knockout mice were evident in temperature selection tests in the range of warm comfortable temperatures [105]. Interestingly, electrophysiological recordings of sensory neurons in the femoral nerve show a decrease in the warmth-dependent electrical activity in TRPV4−/− mice. Moreover, molecular ablation of TRPV4 also increased the latency to escape from hot (from 35 to 50°C) in animals with carrageenan-induced heat hypersensitivity [106], suggesting an important role for TRPV4 in both detection of warm temperatures and thermal hyperalgesia.

In Table 1 we summarize the information obtained so far from the study of the phenotype of knockout mice of thermoTRP channels.

5. Conclusions

Mutagenesis combined with electrophysiological studies have been fundamental in the understanding of the molecular mechanisms involved in the gating of temperature-activated TRP channels. The evidence accumulated from the molecular cloning of TRPV1 channel until nowadays, points out to the thermoTRP channels not only as predominant sensors of thermal and noxious stimuli in the somatosensory system in vivo, but also as key players in many other physiological processes.
<table>
<thead>
<tr>
<th>ThermoTRP channel</th>
<th>Temperature sensitivity</th>
<th>Knockout mice phenotype and physiological role</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRPA1 ≤17 °C</td>
<td>Loss of sensitivity to pungent natural compounds, environmental irritants and proalgesic agents. No effects in cold sensation of peripheral receptors. Deficits in cold sensation at vagal sensory neurons. Reduced hyperalgesia to mechanical stimuli. Mediator of inflammatory-related hyperalgesia. Contribution to noxious cold transduction. Cold transducer in visceral nerves.</td>
<td></td>
</tr>
<tr>
<td>TRPM8 ≤34 °C</td>
<td>Impaired detection of innocuous and noxious cold. Suppression of the ongoing activity of cold thermoreceptor fibers. Strong reduction of cold-sensitive neurons in culture. Main molecular sensor to cold in the somatosensory system.</td>
<td></td>
</tr>
<tr>
<td>TRPC5 ≤37 °C</td>
<td>No temperature-sensitive behavioural changes. Gain of function in C-cold nociceptors. Reduction in TRPM8 expressing cells and cold-sensitive neurons. Role in the detection and local adaptation to cold temperatures in the peripheral nervous system.</td>
<td></td>
</tr>
<tr>
<td>TRPM2 35-45 °C</td>
<td>Impaired immune response. Impaired insulin secretion and glucose metabolism. Ca²⁺ influx through TRPM2 controls signaling cascades responsible for chemokine production. Involved in insulin secretion stimulated by glucose.</td>
<td></td>
</tr>
<tr>
<td>TRPM4 15-35 °C</td>
<td>Increased IgE-dependent mast cell activation, impaired chemokine-dependent migration of dendritic cells. Impaired catecholamine release from chromaffine cells leading to increased sympathetic tone and hypertension. Involved in intracellular calcium regulation.</td>
<td></td>
</tr>
<tr>
<td>TRPM5 15-35 °C</td>
<td>Impaired detection of sweet, bitter and umami tastants. Key molecular component of taste transduction machinery. Proposed molecular counterpart of the modulation by temperature of the human perception of different taste modalities.</td>
<td></td>
</tr>
<tr>
<td>ThermoTRP channel</td>
<td>Temperature sensitivity</td>
<td>Knockout mice phenotype and physiological role</td>
</tr>
<tr>
<td>------------------</td>
<td>-------------------------</td>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>TRPV3</td>
<td>32-39 °C</td>
<td>Reduced tendency to migrate towards warm surfaces and a defect in their responses to noxious heat stimulation. Cultured keratinocytes do not respond to camphor or heat stimuli. Heat-activated channel expressed in keratinocytes, with a significant role in thermosensation.</td>
</tr>
<tr>
<td>TRPV2</td>
<td>≥ 52 °C</td>
<td>Impaired innate immunity, leading to augmented perinatal lethality. Normal responses to heat and mechanical stimuli. Plays a pivotal role in chemoattractant-elicited motility of macrophages.</td>
</tr>
</tbody>
</table>

**Table 1. The thermoTRP channels.** Table summarizing the temperature sensitivity, knockout mice phenotype, and physiological role of mammalian thermoTRP channels.
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